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Epistemology of LLM output

LLMs and the information ecosphere

Hard questions for near future

In this part of the lecture
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EPISTEMOLOGY OF LLM
OUTPUT
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How it started

Washington Post - ChatGPT invented a sexual harassment scandal and named a real law prof as the accused
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https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/


How it's going

BBC, 21/03/2025
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https://www.bbc.com/news/articles/c0kgydkr516o


For humans, hallucination is an unusual, abberational state!
For LLMs, it is their functioning as designed.

Is 'hallucination' the right term for LLMs?

This framing creates the impression that this is a
'temporary bug' that can/will be fixed

This framing supports the presentation of LLMs as an
independent 'AI' entity, rather than something for which the
providers are responsible

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


Technical term: 'bullshit'

Someone who lies and someone who tells the
truth are playing on opposite sides... in the same
game... The bullshitter... does not reject the
authority of the truth, as the liar does... He pays
no attention to it at all.

Harry G. Frankfurt, On Bullshit
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Examples of human BS

marketing

politicians

students in an exam for which they
are not prepared

Harry G. Frankfurt, On Bullshit
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ChatGPT is BS

The problem here isn’t that large language
models hallucinate, lie, or misrepresent the world
in some way. It’s that they are not designed to
represent the world at all; instead, they are
designed to convey convincing lines of text.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


BS (general): Any utterance produced
where the speaker is indifferent
towards its factuality

Hard BS: produced with the intention
to mislead the audience about the
speaker’s agenda

Soft BS: produced without such
intention

What kind of BS is
ChatGPT?

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


At minimum, ChatGPT qualifies for soft BS

if we take it not to have intentions, there isn’t any
attempt to mislead... but it is nonetheless...
outputting utterances that look as if they’re truth-
apt.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


Case for hard BS: imitation game

ChatGPT’s primary function is to imitate human
speech. If this function is intentional, it is
precisely the sort of intention that is required for
an agent to be a hard bullshitter: in performing
the function, ChatGPT is attempting to deceive
the audience about its agenda. Specifically, it’s
trying to seem like something that has an
agenda...

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


LLMs don't have intentionality, but their users do!

The bullshitter is the person using it, since they
(i) don’t care about the truth of what it says, (ii)
want the reader to believe what the application
outputs.

Hicks, Humphries & Slater (2024) ChatGPT is bullshit
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https://link.springer.com/article/10.1007/s10676-024-09775-5


The judge agrees!

The judge... found that the lawyers acted in bad
faith and made “acts of conscious avoidance and
false and misleading statements to the court.”

Reuters - New York lawyers sanctioned for using fake ChatGPT cases in legal brief
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https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/


Do we/will we have a technical solution?

September 10 2025Anna Rogers 15



proposal: "Answer only if you are > t confident, since
mistakes are penalized  points, while correct answers

receive 1 point, and an answer of “I don’t know” receives 0
points."

Even OpenAI says 'hallucinations' are inherent!

We argue that language models hallucinate
because the training and evaluation procedures
reward guessing over acknowledging uncertainty.

t/(1 − t)

🤔 what about pre-training?

Kalai et al (2025) Why Language Models Hallucinate
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https://cdn.openai.com/pdf/d04913be-3f6f-4d2b-b283-ff432ef4aaa5/why-language-models-hallucinate.pdf


But does it matter?

Framing of current
solutions: 'significantly

less likely to
hallucinate'

https://openai.com/index/introducing-gpt-5/
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https://openai.com/index/introducing-gpt-5/


Would we accept this for real-world use?

TM & © Dreamworks (2004) Anchorman: The Legend of Ron Burgundy
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https://www.imdb.com/title/tt0357413/


What if the performance was higher?

TM & © Dreamworks (2004) Anchorman: The Legend of Ron Burgundy
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https://www.imdb.com/title/tt0357413/


"Better-than-any-human" argument

some things are ONLY doable by LLMs (e.g. massive
literature review)

some things SHOULD be done by LLMs if possible (e.g.
moderating toxic content)

well-validated LLM applications might be the best we will
ever get
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"Better-than-bad/avg-human" argument

some humans aren't doing their jobs well

if the error rate is comparable, might as well use LLMs!
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"Better-than-bad/avg-human" argument:
application to peer review

source: https://x.com/2prime_PKU/status/1862187026553946170
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https://x.com/2prime_PKU/status/1862187026553946170


What do you think of the 'good-enough'
argument?
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Counter: some human work has other functions beyond its result!

even work done badly contributes to our
learning/functioning/interaction!

hence, it being done by humans may be intrinsically
valuable to society

are papers & reviews just texts? or byproducts of iterative
thinking in the scientific community!
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Counter: do we want to accept 'non-human' errors?

https://www.reddit.com/r/MachineLearning/comments/1lnoqmm/d_review_clearly_used_an_llm_should_i_report_it/
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https://www.reddit.com/r/MachineLearning/comments/1lnoqmm/d_review_clearly_used_an_llm_should_i_report_it/


Ok, let's say LLMs are BS machines. What
does that mean?

Anna hates LLMs

LLMs are useless

The framing and presentation of LLM-based technology
should be appropriate to their nature

Work on LLM applications should take into account the
obvious side effects and HCI principles
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LLMS AND THE INFORMATION
ECOSPHERE

AI Spam Is Already Starting to Ruin the Internet
September 10 2025Anna Rogers 27

https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T


TYPOLOGY OF LLM BS
CASE 1: VANILLA BS

(n.) a variety of 'hard' BS, where generated content is passed
for original human content

mitigation: detection/marking

28



Fake reviews

AI Spam Is Already Flooding the Internet and It Has an Obvious Tell
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https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell


Bot town

‘As an AI language model’: the phrase that shows how AI is polluting the web - The Verge
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https://www.theverge.com/2023/4/25/23697218/ai-generated-spam-fake-user-reviews-as-an-ai-language-model


Fake news sites from LLM 'content factories'

latest NewsGuard
count: 1,271 sites in 16
languages

many mostly aim to
serve programmatic
ads

some are part of
propaganda campaigns
(e.g. 167 sites serving
misinformation on
Ukraine)

, example: speaker's own screenshotTracking AI-enabled Misinformation: NewsGuard
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https://www.newsguardtech.com/special-reports/ai-tracking-center/


AI spam is everywhere: 'obituary pirates'

Image: 
. See also: 

Fake obituary scams: AI-generated death announcements are popping up for people who are very much alive |
CNN He Died in a Tragic Accident. Why Did the Internet Say He Was Murdered? - The New York Times
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https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://www.nytimes.com/2024/01/25/nyregion/obituary-pirates-matteo-sachman.html


CASE 2: COPYCAT BS

(n.) a variety of 'hard' BS, where generated content is based
on existing content, but is passed for original human content

mitigation: detection/marking
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"spun content"

Spin Rewriter AI - Article Rewriter Loved by 181,394 Users
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https://www.spinrewriter.com/


"SEO heist"

twitter.com/jakezward/status/1728032639402037610?s=20
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https://x.com/jakezward/status/1728032639402037610?s=20


search update  in March 2024

15 months later, copycat sites still 

Google (still) struggles to filter out LLM slop!

announced

rank above the originals
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https://blog.google/products/search/google-search-update-march-2024/
https://www.wired.com/story/google-search-ai-spam-original-reporting-news-results/


Fake books

Melanie Mitchell on Twitter
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https://x.com/MelMitchell1/status/1742936379796193612?s=20


CASE 3: SLOPPY BS

(n.) a variety of 'hard' BS, where humans do not sufficiently
vet the automated suggestions, but intend for them to be

perceived as a source of knowledge

mitigation: rethink the 'copilot' design

38



Most generated text isn't checked consistently!!!

The state of AI - March 2025
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https://www.mckinsey.com/~/media/mckinsey/business%20functions/quantumblack/our%20insights/the%20state%20of%20ai/2025/the-state-of-ai-how-organizations-are-rewiring-to-capture-value_final.pdf


~30% ChatGPT users would drop it if it was detectable!

WSJ - There’s a Tool to Catch Students Cheating With ChatGPT. OpenAI Hasn’t Released It.
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https://www.wsj.com/tech/ai/openai-tool-chatgpt-cheating-writing-135b755a


Result: way more errors everywhere
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Result: way more errors everywhere

/404 media - Chicago Sun-Times Prints AI-Generated Summer Reading List With Books That Don't Exist
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https://www.404media.co/chicago-sun-times-prints-ai-generated-summer-reading-list-with-books-that-dont-exist


Even reputable sources get duped!

/New York Post - Wired, Business Insider delete phony articles allegedly written by AI 
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https://nypost.com/2025/08/22/business/wired-business-insider-delete-phony-articles-allegedly-written-by-ai


Chatbots for public sector incoming!

Asked if a restaurant could serve cheese nibbled on by a
rodent, it responded: “Yes, you can still serve the cheese to
customers if it has rat bites,” before adding that it was
important to assess the “the extent of the damage caused
by the rat” and to “inform customers about the situation.”

NYC’s AI chatbot was caught telling businesses to break the law. The city isn’t taking it down
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https://apnews.com/article/new-york-city-chatbot-misinformation-6ebc71db5b770b9969c906a7ee4fae21


CASE 4: SOCIAL BS

(n.) a variety of 'hard' BS, where humans intend to mislead
others about how much they engaged with X.

mitigation: detection/marking
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First victim: education

https://x.com/venturetwins/status/1648410430338129920
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https://x.com/venturetwins/status/1648410430338129920


Fake reviews

https://x.com/cihangxie/status/1954212686243545406
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https://x.com/cihangxie/status/1954212686243545406


Even instructions for fake reviews!

'Positive review only': Researchers hide AI prompts in papers
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https://asia.nikkei.com/business/technology/artificial-intelligence/positive-review-only-researchers-hide-ai-prompts-in-papers


Who are you talking to?

One doctor received an email saying, "I want to be the first
to congratulate you on your AI co-pilot and be the first to
send you an AI-generated patient message."

Teddy Rosenbluth, NYT (2024) | That Message From Your Doctor? It May Have Been Drafted by A.I.
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https://www.nytimes.com/2024/09/24/health/ai-patient-messages-mychart.html


CASE 5: INFLUENTIAL BS

(n.) a variety of 'hard' or 'soft' BS, where humans mislead
others (and/or themselves), about how much their work is

influenced by LLMs

mitigation: ?
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'we didn't vote for ChatGPT'!

Sweden’s prime minister uses ChatGPT. How else are governments using chatbots? | Euronews
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https://www.euronews.com/next/2025/08/07/swedens-prime-minister-uses-chatgpt-how-else-are-governments-using-chatbots


How do you feel about this?

As WA government officials embrace AI, policies are still catching up | KNKX Public Radio
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https://www.knkx.org/government/2025-08-27/washington-state-everett-bellingham-government-officials-embrace-artificial-intelligence-chatgpt-policies-catching-up


Who's drafting the rules?

GSA Announces New Partnership with OpenAI, Delivering Deep Discount to ChatGPT Gov-Wide Through MAS | GSA
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https://www.gsa.gov/about-us/newsroom/news-releases/gsa-announces-new-partnership-with-openai-delivering-deep-discount-to-chatgpt-08062025


HARD QUESTIONS FOR THE
NEAR FUTURE
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Q1: How to detect/label synthetic texts?

clear disclosure is mandated by EU AI Act

currently implementation is being discussed

some rules TBA soon, but malicious actors won't abide
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Q3: How do we educate the population about LLM BS problem?

Lately, I stopped reading preprints from labs I
don't know personally.

(Source: mid-career NLP researcher)

September 10 2025Anna Rogers 57



no more grammar/spelling errors

personal details from websites or social media

LLM-assisted phishing

AI-powered phishing attacks are on the rise and getting smarter - here's how to stay safe | TechRadar
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https://www.techradar.com/pro/security/ai-powered-phishing-attacks-are-on-the-rise-and-getting-smarter-heres-how-to-stay-safe


LLM-assisted scams on the rise

CBC - Her grandson's voice said he was under arrest. This senior was almost scammed with suspected AI voice cloning
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https://www.cbc.ca/news/marketplace/marketplace-ai-voice-scam-1.7486437


Not mutually exclusive points:

Q3: How to integrate LLMs into human practices the right way?

LLMs can be useful

LLMs produce text, not information!

Naively adding LLMs into existing workflows for time-
pressed people is a recipe for automation bias, BS, and
skill degradation
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LLM use may degrade brain connectivity over time!

Your Brain on ChatGPT: Accumulation of Cognitive Debt when Using an AI Assistant for Essay Writing Task; MIT Media Lab
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https://www.media.mit.edu/publications/your-brain-on-chatgpt


Reading, writing & speaking coherently are now 'elite skills'!

Various employers and professionals in HR and
management positions shared that university
leavers they encountered often struggled to
speak on the phone or in meetings, take notes
with a pen, relay messages precisely or complete
written tasks without internet access.

❓ why is this happening❓

‘I’ve £90k in student debt – for what?’ Graduates share their job-hunting woes amid the AI fallout | | The Guardian
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https://www.theguardian.com/money/2025/jul/13/student-debt-graduates-share-job-hunting-woes-ai-fallout


Q3: How to integrate LLMs into human practices the right way?

What is an application I can publish What is the specific
problem X in some area, which people working there want
LLMs to solve?

What are the possible sources and consequences of
automation bias?

Would the quality-checks of LLM output be actually
faster/better/preferred than doing it unassisted?

Which skills & cognitive engagement should be
maintained, and how do we build it into the system?
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Example: critical reading practice with LLMs

students identify a topic of interest to them

formulate a prompt and generate multiple versions of
response

identify claims in the generated texts

fact-check them

compare content variability and factuality across versions

source: assignment at IT University of Copenhagen
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Example: LLMs as simulated patients for counseling practice

Louie et al. (2025) Can LLM-Simulated Practice and Feedback Upskill Human Counselors? A Randomized Study with 90+
Novice Counselors
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https://arxiv.org/abs/2505.02428
https://arxiv.org/abs/2505.02428


Example: augmentation effect (Diplomacy game)

Personalized Help for Optimizing Low-Skilled Users’ Strategy (Gu et al., NAACL 2025)
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https://aclanthology.org/2025.naacl-short.6.pdf


How much does assistance help novices?

Personalized Help for Optimizing Low-Skilled Users’ Strategy (Gu et al., NAACL 2025)
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https://aclanthology.org/2025.naacl-short.6.pdf


Thank you!
📢 🇩‍🇰 PhD position on expertise recommendations @ ITU

📢 🇩‍🇰 postdoc on real-world LLM eval @AAU (with Roman Jurowetzki & me)!

 arog@itu.dk
@annarogers.bsky.social

 https://linkedin.com/in/annargrs/
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