
What do benchmark numbers tell us?

Can LLMs process long contexts well?

Do LLMs have emergent properties?

Part 2. Facts on LLMs
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WHAT DO BENCHMARK
NUMBER TELL US?
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Are you happy with current evaluations?
Why/why not?
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With 'closed' LLMs, we could be doing this:

Schaeffer R. (2023)  (satire)Pretraining on the Test Set Is All You Need
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https://arxiv.org/abs/2309.08632


ways of testing: dataset search, data extraction from models

Caveat 1: test contamination!

https://hitz-zentroa.github.io/lm-contamination/
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https://hitz-zentroa.github.io/lm-contamination/


EPG: 'estimated performance gain'

Contamination does impact evaluation scores

Singh et al. (2024) Evaluation data contamination in LLMs: how do we measure it and (when) does it matter?
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http://arxiv.org/abs/2411.03923


Even worse: 'subtle' contamination

Lewis et al. (2021) Question and Answer Test-Train Overlap in Open-Domain Question Answering Datasets

September 10 2025Anna Rogers 10

https://www.aclweb.org/anthology/2021.eacl-main.86


... now with a commercial COI?

... while OpenAI has access to FrontierMath, it
has a “verbal agreement” with Epoch AI not to
use FrontierMath’s problem set to train its AI.

Wiggers K. (2025) AI benchmarking organization criticized for waiting to disclose funding from OpenAI
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https://techcrunch.com/2025/01/19/ai-benchmarking-organization-criticized-for-waiting-to-disclose-funding-from-openai/


❓ If we making new data, can we assume its originality?

Bubeck et al. (2023) Sparks of Artificial General Intelligence: Early experiments with GPT-4
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http://arxiv.org/abs/2303.12712


However...

https://twitter.com/DimitrisPapail/status/1644809234431848450?s=20
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https://twitter.com/DimitrisPapail/status/1644809234431848450?s=20


Example 2: conclusions based on 'new' data

Our findings suggest that GPT-4 has a very
advanced level of theory of mind.

Bubeck et al. (2023) Sparks of Artificial General Intelligence: Early experiments with GPT-4
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http://arxiv.org/abs/2303.12712


Caveat2: fine-tuning vs few-shot
performance

generally, more in-domain training -> higher performance

after GPT-3, most "big" models were presented with few-
shot evaluations only

hence, one could probably get higher performance on
many tasks, than what is reported in most recent papers

e.g. superGLUE leaderboard: fine-tuned RoBERTa - 84.6,
few-shot GPT-3 - 71.8

https://super.gluebenchmark.com/leaderboard/
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https://super.gluebenchmark.com/leaderboard/


Caveat2: True few-shot performance

usually held-out data is used to find an optimal prompt

in true few-shot setting, the performance is worse

Perez et al. (2021) True Few-Shot Learning with Language Models
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https://proceedings.neurips.cc/paper/2021/hash/5c04925674920eb58467fb52ce4ef728-Abstract.html


🤔 among held-out tasks:

follow instructions in 'non-English' languages

perform summarization and question-answering for code

Caveat 3: are we measuring what we think we're measuring?

fine-tuning LMs on a range of NLP tasks, with
instructions, improves their downstream
performance on held-out tasks, both in the zero-
shot and few-shot settings

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Caveat 3: are we measuring what we think we're measuring?

[2110.08207] Multitask Prompted Training Enables Zero-Shot Task Generalization
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https://arxiv.org/abs/2110.08207


Caveat 4: multiple hypothesis testing

undisclosed private testing practices benefit a
handful of providers who are able to test multiple
variants before public release and retract scores
if desired... At an extreme, we identify 27 private
LLM variants tested by Meta in the lead-up to the
Llama-4 release.

Singh (2025) The Leaderboard Illusion
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http://arxiv.org/abs/2504.20879


Caveat 5: the 'general' benchmark paradigm

GLUE was designed to provide a general-
purpose evaluation of language
understanding that covers a range of training
data volumes, task genres, and task
formulations.

Wang et al. (2019) SuperGLUE: A Stickier Benchmark for General-Purpose Language Understanding Systems
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http://arxiv.org/abs/1905.00537


Are the 'general' benchmarks general?

If the so-called “general” benchmarks were
legitimate tests of progress towards general
artificial cognitive abilities, we would expect the
tasks they embody to be chosen systematically,
or with reference to specific theories of the
cognitive abilities they model. Instead, what we
observe looks more like samples of
convenience...

Raji et al. (2021) , Image: AI and the Everything in the Whole Wide World Benchmark Grover and the Everything in the
Whole Wide World Museum

September 10 2025Anna Rogers 21

https://openreview.net/forum?id=j6NxpQbREA1
https://books.google.dk/books/about/Grover_and_the_Everything_in_the_Whole_W.html?id=BLY0AAAACAAJ
https://books.google.dk/books/about/Grover_and_the_Everything_in_the_Whole_W.html?id=BLY0AAAACAAJ


Can a specific benchmark guarantee 'generality'?

Raji et al. (2021) , Image: AI and the Everything in the Whole Wide World Benchmark Grover and the Everything in the
Whole Wide World Museum
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https://openreview.net/forum?id=j6NxpQbREA1
https://books.google.dk/books/about/Grover_and_the_Everything_in_the_Whole_W.html?id=BLY0AAAACAAJ
https://books.google.dk/books/about/Grover_and_the_Everything_in_the_Whole_W.html?id=BLY0AAAACAAJ


Case study: QuAIL dataset (multi-choice QA)

What would a principled sample even look like?

Rogers et al. (2020) Getting Closer to AI Complete Question Answering: A Set of Prerequisite Real Tasks
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https://aaai.org/ojs/index.php/AAAI/article/view/6398


Is this set 'representative' of QA in general?

Rogers et al. (2020) Getting Closer to AI Complete Question Answering: A Set of Prerequisite Real Tasks
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https://aaai.org/ojs/index.php/AAAI/article/view/6398


🤗 Talk to your neighbor!

in your recent project, what phenomenon are you testing?

how do you know that the dataset encapsulates that?

what is your selection of models, and why are these
models the ones to test?

how do you know that the model was/wasn't
contaminated?
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HOW WELL DO LLMS
PROCESS LONG CONTEXTS?
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Ways to increase the processed context length

Wang et al. (2024) Beyond the Limits: A Survey of Techniques to Extend the Context Length in Large Language Models
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https://arxiv.org/pdf/2402.02244v2


 

⚠ Accuracy problems when processing long contexts

[2406.16264] One Thousand and One Pairs: A "novel" challenge for long-context language models
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https://arxiv.org/abs/2406.16264


⚠ Accuracy problems when processing long contexts

 (Li et al., ACL 2024)LooGLE: Can Long-Context Language Models Understand Long Contexts?

September 10 2025Anna Rogers 29

https://aclanthology.org/2024.acl-long.859


DO LLMS HAVE EMERGENT
PROPERTIES?
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What do YOU think?
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🤔 What do we even mean by 'emergent properties'?

Rogers, Luccioni (ICML 2024) Position: Key Claims in LLM Research Have a Long Tail of Footnotes
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https://proceedings.mlr.press/v235/rogers24a.html


'Emergence': definition 1
🤔 A property that appears with an increase in
model size -- i.e. "an ability is emergent if it is not
present in smaller models but is present in larger
models.''

Wei et al. (2022) Emergent Abilities of Large Language Models
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https://openreview.net/pdf?id=yzkSU5zdwD


Discussion: definition 1.

🤔 "an ability is emergent if it is not present in
smaller models but is present in larger models.''

If data similar to test data was included in training,
'emergence' is to be expected in larger models!

Wei et al. (2022) Emergent Abilities of Large Language Models
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https://openreview.net/pdf?id=yzkSU5zdwD


Schaeffer et al. (NeurIPS 2023 oral) show that the
observed sharpness is an artifact of non-continuous

evaluation metrics

'Emergence': definition 2

🤔 Their sharpness, transitioning seemingly
instantaneously from not present to present, and
their unpredictability, appearing at seemingly
unforeseeable model scales.

Schaeffer et al. (2023) Are Emergent Abilities of Large Language Models a Mirage?
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http://arxiv.org/abs/2304.15004


'Emergence': definition 3

🤔 a property that the model learned from the
pre-training data. E.g. Deshpande et al. discuss
emergence as evidence of "the advantages of
pre-training''(p.8).

can we just say "machine learning"?

Deshpande et al. (2023) Honey, I Shrunk the Language: Language Model Behavior at Reduced Scale.
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https://aclanthology.org/2023.findings-acl.326


A twist on definition 3: 'emergence during training'

can we just say "training dynamics"?

Tiggers et al. (2024) LLM Circuit Analyses Are Consistent Across Training and Scale
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https://proceedings.neurips.cc/paper_files/paper/2024/hash/47c7edadfee365b394b2a3bd416048da-Abstract-Conference.html


'Emergence': definition 4
A property that a model exhibits despite the
model not being explicitly trained for it.
(Bommasani et al., 2021)

cannot show this without analysis of pre-training data!

even for "open" models, no methodology so far to do
analysis of supporting evidence beyond the obvious
memorization

Rogers, Luccioni (2024) Position: Key Claims in LLM Research Have a Long Tail of Footnotes
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https://proceedings.mlr.press/v235/rogers24a.html


A twist on definition 4

A property that a model exhibits despite the
model not being explicitly trained for it.

A property that a model exhibits despite the
model developers not knowing whether the
model was explicitly trained for it. 🤔

Bommasani et al. (2021) On the Opportunities and Risks of Foundation Models
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http://arxiv.org/abs/2108.07258


Does ChatGPT have the 'emergent ability' to play chess?

Training LLMs is an expensive way to discover... that the
Internet contains chess data?

chatgpt: black, stockfish: white. source: r/AnarchyChess
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https://www.reddit.com/r/AnarchyChess/comments/10ydnbb/i_placed_stockfish_white_against_chatgpt_black/


For most NLP researchers, 'emergence' ~ 'generalization'!

Survey results of 220 NLP researchers & PhD students: https://hackingsemantics.xyz/2024/emergence/
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https://hackingsemantics.xyz/2024/emergence/


Most NLP researchers don't believe in 'emergence'!

Survey results of 220 NLP researchers & PhD students: https://hackingsemantics.xyz/2024/emergence/
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https://hackingsemantics.xyz/2024/emergence/


Fun fact:
Researchers also

associate
'generalization' with

'intelligence'

Højer B. (2025) Research Community Perspectives on “Intelligence” and Large Language Models
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https://aclanthology.org/2025.findings-acl.1324/


Emergent properties in philosophy

Complex system exhaustively composed by
lower-level entities, but not identical to them them
(e.g. dust vs tornado)

Weight patterns can be viewed as "functional realization" of
what they're supposed to model

"emergence" is still equivalent to "machine learning"?

O’Connor, Timothy, "Emergent Properties", The Stanford Encyclopedia of Philosophy (Winter 2021 Edition), Edward N.
Zalta (ed.), URL = .https://plato.stanford.edu/archives/win2021/entries/properties-emergent
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https://plato.stanford.edu/archives/win2021/entries/properties-emergent


How do LLMs work without few-shot learning and instruction tuning?

Lu et al. (2023) Are Emergent Abilities in Large Language Models just In-Context Learning?
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http://arxiv.org/abs/2309.01809


Conclusions of Lu et al.

nearly all emergent LLM
functionalities are attributable to in-
context learning!
instruction tuning allows for better
use of in-context learning, rather
than independently causes
emergent functionalities

Lu et al. (2023) Are Emergent Abilities in Large Language Models just In-Context Learning?
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http://arxiv.org/abs/2309.01809


In-context-learning is driven by training data

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


❓ When would we say that this is an "emergent property"?

no wordlists?

no translated
wordlists?

no parallel texts?

no French?

Brown et al. (2020) Language Models are Few-Shot Learners
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https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html


What's your take?
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Takeaways from LLM factuality discussion

Anna hates LLMs

LLMs are useless

LLMs don't model meaning at all

As any tool, LLMs can be useful when their utility is
appropriately scoped

❓ Are they appropriately scoped now?
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Why we need to be careful: media
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Why we need to be careful: politicians
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Why we need to be careful: our own wishful thinking

Although it is not appropriate to apply LLMs
directly for extracting arguments, we believe that
the emergence capabilities of LLMs hold promise
for D-EAE models to model complex implicit
associations in events

 (Wang et al., ACL Findings 2024)Probing the Emergence of Cross-lingual Alignment during LLM Training
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https://aclanthology.org/2024.findings-acl.724


Takeaways

As researchers, we need to be more
careful with claims & terminology!

what are we even talking about?

what is the hard evidence?

we can do research based on
hypotheses and assumptions, but they
need to be stated as such.

Image credit: Graffiti in Tartu,
Wikipedia
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https://en.wikipedia.org/wiki/The_Emperor's_New_Clothes#/media/File:Alasti_keiser,_Edward_von_L%C3%B5nguse_t%C3%B6%C3%B6_Tartus.JPG


Thank you!
📢 🇩‍🇰 PhD position on expertise recommendations @ ITU

📢 🇩‍🇰 postdoc on real-world LLM eval @AAU (with Roman Jurowetzki & me)!

 arog@itu.dk
@annarogers.bsky.social

 https://linkedin.com/in/annargrs/
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