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Before we start: what's your current take?
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1. Modern LLMs

2. Facts on LLMs

3. Facts from LLMs

In this lecture:
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Caveat: state of scientific art

this lecture will contain examples of what I'd consider
questionable practices

this is about research, not researchers

my own work is far from perfect

"I know that I don't know anything" still applies

"X is popular" is still not a scientific argument
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Modern LLMs: what do we even mean?

In-weights vs in-context learning

Instruction tuning

Optimizing for preferences

RAG

CoT/'Reasoning' models

Part 1. Modern LLMs
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MODERN LLM-BASED
SYSTEMS
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What counts as an LLM?

models language text

is used for transfer learning

'large' is quantified by different people
in terms of compute, parameters,
training data size

CF: 'foundation model', 'frontier model'

Rogers, Luccioni (2024) Position: Key Claims in LLM Research Have a Long Tail of Footnotes
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https://arxiv.org/abs/2308.07120


LMs are actually corpus models

we would... propose a change from the theory-laden term
language model to the more objectively accurate term
corpus model... Natural language is not biased. What
people say or write can be biased

Veres (2022) Large Language Models are Not Models of Natural Language: They are Corpus Models
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https://ieeexplore.ieee.org/document/9794684/


It's not just the linguists saying that!

https://x.com/karpathy/status/1835024197506187617
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https://x.com/karpathy/status/1835024197506187617


We mostly talk about LLM-based SYSTEMS, not models!

https://x.com/ChrisGPotts/status/1834640151500538110
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https://x.com/ChrisGPotts/status/1834640151500538110


Example: basic architecture for a chat
system Could involve:

LLM in the backend
storing and using
conversation history

filters/classifiers on
input/output

sending requests to
other models or 'tools',
e.g. directly executing
code

Nantasenamat C. (2023) How to build an LLM-powered ChatBot with Streamlit
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https://blog.streamlit.io/how-to-build-an-llm-powered-chatbot-with-streamlit/


CONCEPT: IN-WEIGHTS VS IN-CONTEXT
LEARNING
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Recap: traditional pre-training vs fine-tuning

Devlin et al. (2019) BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
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https://aclweb.org/anthology/papers/N/N19/N19-1423/


Multi-task learning

❗conclusion: multi-task learning + larger models does not
improve upon the standard pre-training / finetuning

Raffel et al. (2020) Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
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https://jmlr.csail.mit.edu/papers/volume21/20-074/20-074.pdf


"In-context/few-shot learning"

Brown et al. (2020) , illustration by Language Models are Few-Shot Learners Anna Popovych
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https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://clockwise.software/blog/what-is-gpt-3/


Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


Data properties contributing to in-context learning in
Transformers (not RNNs):

"bursty" sequences (clusters of co-occurring tokens)

a long tail of rare "tokens" (often in "bursty" sequences)

"polysemous" tokens

Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


level of
generalization claim status

token
in-context learning works
on tokens unseen in
training

confirmed*

structure
in-context learning works
in sequences dissimilar to
those seen in training

not
confirmed

Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


CONCEPT: INSTRUCTION TUNING
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Instruction tuning: instructGPT

13K prompts

Prompts: 89% data produced by paid
laberers (plain prompts, prompts with
few-shot examples, and prompts
based on a list of use cases in user
applications on openai waitlist), the
rest sourced from OpenAI user data

outputs: produced by laberers

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Instruction tuning: instructGPT

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


InstructGPT: training GPT-3 for 16 epochs, using a cosine
learning rate decay, and residual dropout of 0.2

about 13K prompts for training, 1,5K for validation (but
multiple training examples were constructed with different
sets of few-shot examples)

Instruction tuning process

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


🤔 Instruction tuning paradox
fine-tuning LMs on a range of NLP tasks, with
instructions, improves their downstream
performance on held-out tasks, both in the zero-
shot and few-shot settings

our supervised fine-tuning models overfit on
validation loss after 1 epoch; however, we find
that training for more epochs [16] helps both the
reward model score and human preference
ratings, despite this overfitting

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


CONCEPT: OPTIMIZING FOR PREFERENCES
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InstructGPT: reward modeling with RLHF

33K prompts for training, 18K for
validation

 80% prompts sourced from OpenAI
user data, the rest produced by
laberers

rankings: produced by laberers

≈

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


GPT3-6B, instruction-tuned (175B was 'unstable')

final unembedding layer removed

trained to predict a scalar reward value where training data
is preference ranking of 4-9 completions for each prompt
(by labelers)

the loss function incentivizes the model to output a higher
reward for the preferred completion in a pair of possible

completions. Simplified form:
 where

completion  is 'better' than 

Reward modeling: training

L(θ) = − log (σ (rθ(x, yw) − rθ(x, yl)))
yw yl

Ouyang et al. (2022) , Training language models to follow instructions with human feedback Lambert N.(2025) Intro to RLHF
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http://arxiv.org/abs/2203.02155
https://rlhfbook.com/c/07-reward-models.html


Ranking label collection interface

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Step 3: Reinforcement Learning with Human Feedback

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


bandit environment: random user prompt, expecting a
response to it.

trying to maximize the reward (from the fine-tuned reward
model)

trying to prevent reward hacking by incentivizing the
answers more similar to the original answers

RLHF training ('PPO' - proximal policy optimization)

Ouyang et al. (2022) . Slide credit: Lewis Tunstall,Training language models to follow instructions with human feedback
https://www.youtube.com/watch?v=QXVCqtAZAn4
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http://arxiv.org/abs/2203.02155
https://www.youtube.com/watch?v=QXVCqtAZAn4


RLHF training: extremely finicky

juggling 3 models (the original LLM,
reward model, PPO-optimized model)

reinforcement learning very unstable

lots of hyperparameters

Shengyu Costa Huang et al. (2024) The N Implementation Details of RLHF with PPO
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https://iclr-blogposts.github.io/2024/blog/the-n-implementation-details-of-rlhf-with-ppo/


(One of) the newer methods: direct
preference optimization (DPO)

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/a85b405ed65c6477a4fe8302b5e06ce7-Abstract-Conference.html


,  - model to optimize / optimized model ('reference')

,  - better/worse responses

: scaling by how incorrectly the implicit policy orders the
completions

DPO explainer by Lewis Tunstall:

DPO in a nutshell

πθ πref

yw yl

β

https://www.youtube.com/watch?v=QXVCqtAZAn4

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model
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https://www.youtube.com/watch?v=QXVCqtAZAn4
https://proceedings.neurips.cc/paper_files/paper/2023/hash/a85b405ed65c6477a4fe8302b5e06ce7-Abstract-Conference.html


'Alignment' is used to mean:

'following instructions', i.e. instruction tuning

'alignment with human preferences' (i.e.  > ). This has
many criteria!

🤔 RLHF vs 'alignment'

yw yl

Tunstall et al. (2023) Zephyr: Direct Distillation of LM Alignment
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https://arxiv.org/abs/2310.16944


training priority: 'helpfulness', evaluation priority: 'truthfulness' & 'harmlessness'

🤔 'Alignment' criteria in InstructGPT

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


🤔 Alignment with who?

Source: https://time.com/6247678/openai-chatgpt-kenya-workers/
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https://time.com/6247678/openai-chatgpt-kenya-workers/


🤔 'AI alignment' paradox

West et al. (2024) There and Back Again: The AI Alignment Paradox
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https://arxiv.org/abs/2405.20806


(result also reproduced for programming)

🤔 'Looking good' != 'good'

Wen et al. (2024) Language Models Learn to Mislead Humans via RLHF
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https://arxiv.org/abs/2409.12822


Telling people what they want to hear isn't always good for them...

AI will never tell you that your work is subpar,
your thinking shoddy, your analysis naive.
Instead, it will suggest “a polish”, a deeper edit, a
sense check for grammar and accuracy.

18 months. 12,000 questions. A whole lot of anxiety. What I learned from reading students’ ChatGPT logs | The Guardian
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https://www.theguardian.com/technology/2025/jul/27/it-wants-users-hooked-and-jonesing-for-their-next-fix-are-young-people-becoming-too-reliant-on-ai


.. but it IS good for the bottom line!

It will offer more ways to get involved and help –
as with social media platforms, it wants users
hooked and jonesing for their next fix.

18 months. 12,000 questions. A whole lot of anxiety. What I learned from reading students’ ChatGPT logs | The Guardian
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https://www.theguardian.com/technology/2025/jul/27/it-wants-users-hooked-and-jonesing-for-their-next-fix-are-young-people-becoming-too-reliant-on-ai


CONCEPT: RETRIEVAL-AUGMENTED
GENERATION
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Basic RAG

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


see the minimal RAG tutorial on

LangChain, LlamaIndex: popular libraries supporting RAG

https://python.langchain.com/docs/tutorials/rag/
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https://python.langchain.com/docs/tutorials/rag/


RAG tricks: hierarchical index

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


RAG tricks: extended context

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


RAG tricks: query transformations

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


LLM-based system with post-processing

YU et al. (2024) Evaluation of Retrieval-Augmented Generation: A Survey

September 10 2025Anna Rogers 47

https://arxiv.org/pdf/2405.07437


could be 'cited' as

🤔 RAG issues: citation malpractices

"A is not B"

"A is B"
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🤔 RAG issues: can make things worse
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Here's how factual RAG is for news

Columbia Journalism review. AI Search Has A Citation Problem
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https://www.cjr.org/tow_center/we-compared-eight-ai-search-engines-theyre-all-bad-at-citing-news.php


experiment setting: the knowledge graph is deliberately
split so that test questions have no supporting evidence
there

model instructed to output "False" when there is no
supporting evidence

both OLMo and Mistral sometimes output correct answers
on such questions! (5-8%)

🤔 RAG issues: non-adherence to non-parametric memory

Source: ITU Master thesis by A.M.Wermuth, L.D. Rasmussen, T.B. Svendsen (2024)
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retrieval accuracy and relevance

generation relevance (to query), faithfulness (to sources)
and correctness (vs ground truth)

also: system latency, response diversity, robustness to
noise in input, rejecting the response when there's not
enough information, robustness to incorrect information,
readability...

🤔 RAG issues: evaluation criteria?

YU et al. (2024) Evaluation of Retrieval-Augmented Generation: A Survey
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https://arxiv.org/pdf/2405.07437


RAGas library: 

faithfulness: is the answer grounded in the given context?

relevance: is the generated answer addressing the
question?

context relevance: retrieved context should containing as
little irrelevant information as possible

🤔 all these metrics are evaluated by another LLM (gpt-3.5-turbo)

RAG issues: evaluation criteria?
https://github.com/explodinggradients/ragas

Es et al. (2024) RAGAs: Automated Evaluation of Retrieval Augmented Generation
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https://github.com/explodinggradients/ragas
https://aclanthology.org/2024.eacl-demo.16


RAGas approach example: context relevance

❓no evaluation of the relevant
sentence identification, correctly using
the 'insufficient information' option, or
non-modification of extracted
sentences

❓evaluation on a wikieval: human
judgements are collected, but
questions are generated by chatgpt ➡
possible bias towards chatgpt?

Es et al. (2024) RAGAs: Automated Evaluation of Retrieval Augmented Generation
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https://aclanthology.org/2024.eacl-demo.16


Rag issues: 'trusted sources'

[1] ; [2] Partnership with Axel Springer to deepen beneficial use of AI in journalism | OpenAI Germany’s biggest newspaper is
cutting 20% of jobs as it prepares for an AI-powered digital future | CNN Business
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https://openai.com/index/axel-springer-partnership/
https://edition.cnn.com/2023/06/21/media/bild-germany-newspaper-ai-layoffs/index.html
https://edition.cnn.com/2023/06/21/media/bild-germany-newspaper-ai-layoffs/index.html


CONCEPT: CHAIN-OF-THOUGHT &
'REASONING' MODELS
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Chain-of-thought: including 'reasoning examples'

Wei et al. (2022) Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html


How well does it work?

5 mathematical, 5 commonsense and
2 toy 'logical' tasks

selection of models or benchmarks is
not described

CoT mostly works better than
standard prompting

claims of 'emergence' (to be
discussed later)

Wei et al. (2022) Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html


example browsing:

The key feature of the OpenAI 'strawberry' models

https://openai.com/index/learning-to-reason-with-llms/

We believe that using a chain of thought offers
significant advances for safety and alignment
because... it enables us to observe the model
thinking in a legible way

September 10 2025Anna Rogers 59

https://openai.com/index/learning-to-reason-with-llms/


aka: 'test-time compute', 'test-time scaling'

'Thinking mode' of DeepSeek-R1

problem: accuracy may improve, but the core factuality
problem is not addressed!

Guo et al. (2025) DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning
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http://arxiv.org/abs/2501.12948


on average both models have an accuracy boost with CoT
(+2.5% for GPT-3.5, +6.1% for Claude 1.0), though on
some tasks CoT makes results worse

few-shot CoT decreases sensitivity to bias, but effect
varies a lot by bias and model

zero-shot CoT hurts in biased scenarios (-16.2% for
GPT-3.5, -2.6% for Claude 1.0).

Does CoT help with prediction accuracy?

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought
Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


Are CoT 'explanations' faithful?

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought
Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


CoT can be a
jailbreak!

Shaikh et al. (2023) On Second Thought, Let's Not Think Step by Step! Bias and Toxicity in Zero-Shot Reasoning
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https://aclanthology.org/2023.acl-long.244


New methodology problem: knowing when to stop

'overthinking' may harm performance when it's not needed
( )Ghosal et al (2025) Does Thinking More always Help?

failures can be attributed to long-context technical
limitations (cf.  vs

and ,
inter alia)

Shojaee et al. (2025) 'Illusion of thinking'
Opus et al (2025) The Illusion of the Illusion of Thinking

Varela et al. (2025) Rethinking the Illusion of Thinking
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http://arxiv.org/abs/2506.04210
https://arxiv.org/abs/2506.06941
https://www.meise.ai/wp-content/uploads/2025/06/The-Illusion-of-the-Illusion-of-Thinking.pdf
https://arxiv.org/pdf/2507.01231


Any questions?
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