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Austin, catering to different
pretferences and budgets:

Luxury Hotels
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Mid-Range Hotels
South Congress Hotel: Located in
the trendy South Congress area, this
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J Mid-range and downtown
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Part 1: Teach LLM to take initiative
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User Feedback from Human LLM Conversation

JWhat are some good hotels
in Austin?

What is your price range? Do you

like to be in downtown?

J Mid-range and downtown

IS great.

In that case, I'd recommend the
Kimpton hotel which is centrally

located and has high ratings.

Ah, but | don't like chain

hotel like Kimpton. | want

something more local.
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Part 2: Leverage User Feedback



Interaction between LLM and Environment
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Focus: LLM using Text Retrieval Tools
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Focus: LLM using Text Retrieval Tools

Query

Text
Retrieval

Model .
@ E [RefreshKV: Updating Small KV Cache During Long-form

Generation, Xu, Goyal*and Choi*, under Submission]

We b CcO erS [AmbigDocs: Reasoning across Documents on Different ‘ Answer ‘
Entities under the Same Name, Lee, Ye, Choi, COLM24]
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This Talk

Part 1: User

[Modeling Future Conversation Turns to Teach LLMs to Ask Clarifying Questions,
Zhang, Knox, Choi, ICLR 25]

[User Feedback in Human-LLM Dialogues: A Lens to Understand Users But Noisy as
a Learning Signal, Liu, Zhang and Choi, EMNLP 2025]

Part 2: Environment



https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788

Why Do LLMs Need Clarification?

Humans interpret questions in rich contexts

® Who wrote it? Why they wrote it?

—

® \When and where was it written?
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Why Do LLMs Need Clarification?

Humans interpret questions in rich contexts

o W h O W rOte it ? W hy t h ey W rOte it ? Misinfo Rea;:aocr;iz;asr:gsl\:leR\?vassg(re\;r;%islzsut Readers’

[Gabriel, Halinan, Sap, Nguyen, Roesner, Choi, Choi ACL 22]

® \When and where was it written?

Question + Geographical Context (Location) q Answer
4 . )
When did we become a & (Zimbabwe) 1980
member of the United B 1 (reland) 195¢
. ? |
. Nations™ ) (US) 1945
Question + E Temporal Context (Timestamp) —> Answer
4 )
. Pyeongchang,
Where were the last Winter 2018 South Korea
Olympic Games held?
\ y 2022 Beijing, China

10 SituatedQA: Incorporating extra-linguistic contexts into QA
[Zhang and Choi, EMNLP 22]
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Why Do LLMs Need Clarification?

® Establish common grounds between the participants: crucial for
preventing misunderstanding

® |arge proportion of questions (up to 50% in Natural Questions) are
ambiguous.

® The frequency of clarifying question in LM responses...

® | MSYS-Chat-1M data: ® On domain-specific dialogues
(education, etc):

3 3% & 0.04%

[Grounding Gaps in Natural Language Generations [Shaikh, Gilgoric et al, EMNLP24]

A & o001%

?@ 0.05%
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Why Do LLMs Not Ask Clarifying Questions?



Why Do LLMs Not Ask Clarifying Questions?

® |nstruction tuning trains LLMs to directly act on commands for the end-
users.
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® |nstruction tuning trains LLMs to directly act on commands for the end-

usSers.

® Neither humans nor reward models prefer clarifying responses.

Human _

GPT-4
Starling-RM-7B

OpenAssistant _

O 25 50 75 100

Preferred % on Helpful-Harmless dataset

B Clarifying response
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Problem Setting: QA with Multiple Annotators

[AmbigQA: Answering Ambiguous Open-domain Questions. Min et al, EMNLP 20]
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Problem Setting: QA with Multiple Annotators

® Goal: given a query, interact with users (if necessary) to provide the
target answer to each user.

[AmbigQA: Answering Ambiguous Open-domain Questions. Min et al, EMNLP 20]
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Problem Setting: QA with Multiple Annotators

® Goal: given a query, interact with users (if necessary) to provide the

Query

target answer 1o each user.

%Who is highest paid football player in 20217

User 1

Disambiguated Query

Target Answer

J Who is the highest paid | | Cristiano
soccer player in 20217 | | Ronaldo.
’ J Who is the highest paid | | Cristiano
soccer player in 20217 || Ronaldo.

lJ Who is the highest paia Patrick
NFL player in 20217 Mahomes.

13
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Problem Setting: QA with Multiple Annotators

® Goal: given a query, interact with users (if necessary) to provide the
target answer to each user.

Query Query
%Who is highest paid football player in 20217 Who wrote how far i'll go in moana?
Disambiguated Query Target Answer . _
Disambiguated Query Target Answer
J Who is the highest paid | | Cristiano , .
‘ . . q JWho wrote how far i'll go| | Lin-Manuel
User 1 | soccer player in 2021" Ronaldo. . .
User 1 iNn moana? Miranda

’ J Who is the highest paid || Cristiano , .

. ’ JWho wrote how far i'll go| | Lin-Manuel
User 2 | soccer playerin 20217 Ronaldo. | |
User 2 IN moana? Miranda

lJ Who is the highest paia Patrick
User 3 NFL player in 20217 Mahomes.

[AmbigQA: Answering Ambiguous Open-domain Questions. Min et al, EMNLP 20]
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Scoring Based on the Current State

user query : x;

J Who is the highest paid 1 1
oy 4

football player in 20217
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Scoring Based on the Current State

user query : x;

J Who is the highest paid
football player in 20217 -~

LLM initial response : y;

y [The highest-paid soccer player in
Cristiano Patrick Do you mean football| 12021 was Cristiano Ronaldo. The
ROﬂa|dO(§ Mahomes. g |or soccer? @(@ highest-paid NFL player is Patrick
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Scoring Based on the Current State

user query : x;

J Who is the highest paid
football player in 20217 o

LLM initial response : y;

Cristiano Patrick Do you mean tootball

Ronaldo. - Mahomes.ql |or soccer? Q@@
\‘..# \ 000

® |n this work, we consider only short answers & clarifying questions. Long-
form answers convey rich information but still challenging to evaluate.

15
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Cristiano Ronaldo. V

16

l {Footban

Do you mean football or soccer? /

Patrick I\/Iahomes.y




Our Proposal: Scoring Based on the Future Turns

user query . & %Who is the highest paid football player in 20217

LLM initial response : y; [Just salary or include bonus and others?

simulated user turn : x;

1{ Salary |
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Our Proposal: Scoring Based on the Future Turns

user query . & %Who is the highest paid football player in 20217

LLM 1nitial response : y; |Just salary or include bonus and others? x

simulated user turn : x;

l { Salary |

Y { Salary

LLM next response : y;41

Cristiano Ronaldo. Cristiano Ronaldo. V Cristian Ronaldo.

17



Current State vs. Simulated Future State

Based on current state

Cristiano > Patrick > Do you mean Just salary or

Ronaldo. Y Mahomesé& football or soccer?| |bonus and others?

/4 v

[Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov, Sharma, Mitchell, Ermon, Manning, Finn NeurlPS 23]
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Current State vs. Simulated Future State

Based on current state

Cristiano > Patrick > Do you mean Just salary or

Ronaldo. @, Mahomes&) football or soccer?| |bonus and others?

/4

Based on simulated future

/ Break ties by preferring dialogue with a

fewer interaction

Do you mean > Cristiano Just salary or > Patrick
football or soccer? Ronaldo. @ > bonus and others? Mahomes. &

& K/

[Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov, Sharma, Mitchell, Ermon, Manning, Finn NeurlPS 23]
18



Current State vs. Simulated Future State

Based on current state

Crist
Rone

Change how preference labels are assigned, and use

Based existing preference learning algorithms

Do you

footba | Num— . R — R . a———cs. &

/

[Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov, Sharma, Mitchell, Ermon, Manning, Finn NeurlPS 23]
18




Comparison Systems

e (s ) Direct Ans SFT Answer

Base LLM Eam md  Clarify SFT

i‘i](xia ql)

Clarify-or-Direct
Ans SFT

@D or Answer

Training dataset: training portion of Natural Questions
19
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Efficiency Evaluation: # of Conversation Turns

3
2.4
2 200 2.00
2 1.8 1.57
3
5 12
@
3=
0.6
2 Direct Ans B Clarify DPO (Current state)

B Clarify DPO (Simulated future) Direct Ans or Clarify DPO (Simulated future)

- Llama3 8B model, Evaluation on Ambig QA (test split)



Can LLM recover target answer for diverse users?

50
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30 24.80
20

Answer F1

10

" Direct Ans B Clarify DPO (Current state)
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- Llama3 8B model, Evaluation on Ambig QA (test split)
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50

40

30 24.80

20

Answer F1

10

" Direct Ans
B Clarify DPO (Simulated future)

30.90

Can LLM recover target answer for diverse users?

Modeling future turns enables LLMs to ask better

clarifying questions, satisfying more users.

/

36.50

6

29.10

A |
Tradeoff between efficiency

and effectiveness

. Clarify DPO (Current state)
Direct Ans or Clarify DPO (Simulated future)

23

Llama3 8B model, Evaluation on Ambig QA (test split)
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e Ability to ask questions is a crucial yet underdeveloped ability of
LLMSs.
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Summary

Ability to ask questions is a crucial yet underdeveloped ability of
LLMSs.

Scoring responses considering only the present is limiting.

We propose preference learning with simulated future turns,
teaching LLMs to ask clarifying questions to satisfy diverse users.

How can we balance communication efficiency and
effectiveness?

24



Ongoing Work: Code LLM assistant

® User input is underspecified, and model output is lengthy and complex
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Ongoing Work: Code LLM assistant

® User input is underspecified, and model output is lengthy and complex

® User-driven Feedback

Could you generate code implementing the
perceptron algorithm?

Certainly! Here's a simple implementation of the Perceptron algorithm in Python. The perceptron is a linear classifier used for
binary classification tasks.

Perceptron Algorithm Implementation

python
import numpy as np

class Perceptron:
def init (self, input dim, learning rate=0.01, epochs=1000):
self.learning rate = learning rate
self.epochs = epochs

25
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Ongoing Work: Code LLM assistant

® User input is underspecified, and model output is lengthy and complex

® User-driven Feedback ® Model-driven Feedback

Could you generate code implementing the

. oorithm? Could you generate code implementing the
perceptron algorithm?

perceptron algorithm?

Certainly! Here's a simple implementation of the Perceptron algorithm in Python. The perceptron is a linear classifier used for
binary classification tasks.

Which programming language
would you prefer?

Perceptron Algorithm Implementation

python
import numpy as np

class Perceptron:
def init (self, input dim, learning rate=0.01, epochs=1000):
self.learning rate = learning rate

eopoee T e 1 Do you want a binary or multi-
class classifier?

| want an implementation in R.

| want a multi class perceptron, so you need to
modify 2nd block of your code

25
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Ongoing Work: Mixed-Initiative Interaction
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Always User-driven Always Model-driven Mixed-Initiative

Coding LLM: Llama 3-8B



Ongoing Work: Interactive Decision Support Tool

® Given a limited initial input, interact with users to elicit targeted information.

“Parents heard a strange noise from the
kitchen and ran over to see what
happened. They saw <...> fall down,
arms and legs extended and stiff,
unresponsive. Eyes were open and rolled
up, no lip cyanosis, no Iincontinence.

!

Initial
Patient Note

Generate
Diagnosis
Prediction
Label Not likely seizure

Collaborati ith The University of Texas at Austin
PHaboration wi Dell Medical School
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Ongoing Work: Interactive Decision Support Tool

® Given a limited initial input, interact with users to elicit targeted information.

Generate follow-up question
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Patient Note |, . ,\¢ and legs extended and stiff, Q: How long did the
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Generate
Diagnosis
Prediction
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Ongoing Work: Interactive Decision Support Tool

® Given a limited initial input, interact with users to elicit targeted information.

Generate follow-up question

“Parents heard a strange noise from the
kitchen and ran over to see what
happened. They saw <...> fall down,
arms and legs extended and stiff,
unresponsive. Eyes were open and rolled
up, no lip cyanosis, no Iincontinence.
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More work in Human-LLM collaboration

NeurlPS 2025 Workshop on

Multi-Turn Interactions In Large
Models

December 6/7, 2025

CoLLABLLM: From Passive Responders to Active Collaborators

Shirley Wu'! Michel Galley? Baolin Peng? Hao Cheng? GavinLi' YaoDou?® Weixin Cai !
James Zou' Jure Leskovec' Jianfeng Gao?

http://aka.ms/CollabLLM

San Diego Convention Center, San Diego,

Context state (x) 2 . Response
@ - | I'need to write about how optimism To get us started, what kind ({p; - @ P Y
can improve our well-being. of tone are you aiming for?  aSa
4
3) Collaborative Simulation )
,/ ________________________________ \\
[ Forward Sampling == Reward Computation |
(" ) : #_#2_ #3 | ( . )
? 3 i (xy) ) e I @ Multiturn-aware
: ; 1 3 @ e.g., Performance : Reward > * - b
EEw l>
: a #.1 & :j jy :3 Intrinsic Reward : RL finetuning k:ﬂ
Real-world or T T T %) : Policy
\Simlﬂated Usy \ ~ = b nteractivity Efficiency ! \ Ttg ()’ |x) )

e —— * _________________________ — i

Online generation
Figure 1: COLLABLLM Framework: Given a context (1), the model generates a response (2) to maximize long-term collab-
oration gains, termed Multiturn-aware Rewards (MR). During training, MRs are estimated via (3) collaborative simulation,
which forward-samples conversations with simulated users. Finally, 4 reinforcement fine-tuning is applied using the MRs.

ICML 2025 Outstanding Paper
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More work in Human-LLM collaboration

N\ E > 8 NOrKsSnNon or

Single-Turn
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Sinale-turn O I'mtrying to implement X.
High Aptitude ép
Low Unreliability Clarification ( Do you mean X' ? J
90
Q
(% O No | want [Requirement 1].
Please generate X. | A
User need [Requirement 1], Gemini 2.5 Pro é:
[Requirement 2], also 80 Claude 3.7 sonnet Premature | Sure thing!
[Requirement 3]. % GPT-4.1 Answer | def function(x):
= Attempt [...]
—
— Deepseek-R1
Sure thing! l@ E (@)
Answer | def solution(x, y): |1\ < 70 O  Well, | also need that
Attempt [...1° [Requirement 3).
V¥, -
e 4/ » neorect Oh, in that case: é
60 © e c[jef gunction(x, y):
Q
(_1 5%) (O 0One more thing, can you
50 B include [Requirement 2]?
(+112%)
10 20 30 40 50 Absolutely, here it is: é
Bloated | jof function(y, x):
Unreliability Answer | [ ] S

LABLLM: From Passive Responders to Active Collaborators

Wu! Michel Galley? Baolin Peng? Hao Cheng? GavinLi! YaoDou?® Weixin Cai'
James Zou' Jure Leskovec' Jianfeng Gao?

http://aka.ms/CollabLLM

Figure 1: In this work, we simulate single- and multi-turn conversations for six generation tasks. The 15 LLMs we test
perform much worse in multi-turn settings (-35%) explained by some loss in aptitude, and large losses in reliability.
Aptitude is defined as performance in best-case conversation simulation, and unreliability as the gap between best- and
worst-case performance. In short, we find that LLMs get lost in multi-turn, underspecified conversation.

state (x) . Response
- | I'need to write about how optimism To get us started, what kind ({p) - @ P Y
can improve our well-being. of tone are you aiming for?  aSa
3) Collaborative Simulation )

,/ ________________________________ \\
-—\ [ Forward Sampling == Reward Computation |
' : #_#2_ #3 | ( . )

I (x,y) ) Extrinsic Reward I @ Multiturn-aware : u
f : P 1 3 @ e.q., Performance : Reward * - b
\

: a #.1 & #.2 2 ': Intrinsic Reward : RL finetuning &:ﬂ
rid or = T F T %) : Policy
d User \ 2 - L nteractivity  Effici ! I/ X
=7 NI ISTTTIRC T 1, \. O(Iyl ) J

Online generation
3LLM Framework: Given a context (), the model generates a response 2) to maximize long-term collab-
1ed Multiturn-aware Rewards (MR). During training, MRs are estimated via (3) collaborative simulation,
nples conversations with simulated users. Finally, 4 reinforcement fine-tuning is applied using the MRs.

[Laban et al, ArXiv 2025]
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This Talk

Part 1: User

[Modeling Future Conversation Turns to Teach LLMs to Ask Clarifying Questions,
Zhang, Knox, Choi, ICLR 25]

[User Feedback in Human-LLM Dialogues: A Lens to Understand Users But Noisy as
a Learning Signal, Liu, Zhang and Choi, EMNLP 2025]

Part 2: Environment

30


https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788
https://arxiv.org/abs/2410.13788

LLMs in real world

User LLIM

Part 2: Leverage User Feedback
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LLMs from Human Feedback

Crowdworkers

Paid annotators
Training a Helpful and Harmless Assistant with

without ex pertise Reinforcement Learning from Human Feedback
® Ca n CO I I e Ct I a rge _S Ca | e Yuntao Bai; Andy Jones, Kamal Ndousse,
d a ta Efﬁ C I e nt | y Amanda Askell, Anna Chen, Nova DasSarma, Dawn Drain, Stanislav Fort,

Deep Ganguli, Tom Henighan, Nicholas Joseph, Saurav Kadavath, Jackson Kernion,

Tom Conerly, Sheer ElI-Showk, Nelson Elhage, Zac Hatfield-Dodds,
Danny Hernandez, Tristan Hume, Scott Johnston, Shauna Kravec, Liane Lovitt,

Neel Nanda, Catherine Olsson, Dario Amodei, Tom Brown, Jack Clark,
Sam McCandlish, Chris Olah, Ben Mann, Jared Kaplan*
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LLMs from Human Feedback

Crowdworkers

Paid annotators
without expertise

® Can collect large-scale
data efficiently

Trainin
Reinfor«

Amanda .

Deep Ganguli,

Tom (
Danny Hern
Neel Na

Playground task @

Talk to the
assistant

Task 10of 5

Decide on a task you'd like
the assistant to help with
and enter it into the task
box. Interact with the Al
assistant. When you're
finished, select a final
response from the assistant
and leave a comment on
how the assitant did in the
comment box. Click to go to
the next task.

Comments

| thought the assistant was

Rating

Bad Good

Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

Assistant

| think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level
Al capabilities.

Human
| think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something
philosophical, like epistemology or the nature of language?

Assistant

| think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?”, and "How can language mislead and
deceive?" would be great discussion topics.

Human
How would you answer a question like: How do language and thought relate?

Choose the most helpful and honest response

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

| think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
inner minds and the shared external world.

A A B B
A is better B is better

Figure 6 We show the interface that crowdworkers use to interact with our models. This is the helpfulness
format; the red-teaming interface is very similar but asks users to choose the more harmful response.
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Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

Assistant

| think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher leve
Al capabilities.

Human
| think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something
philosophical, like epistemology or the nature of language?

Assistant

| think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?", and "How can language mislead and
deceive?" would be great discussion topics.

Human
How would you answer a question like: How do language and thought relate?

Choose the most helpful and honest response

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate knowledge, and | think it's impossible to completely understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

| think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
iInner minds and the shared external world.

A A B B
A is better B is better

Figure 6 We show the interface that crowdworkers use to interact with our models. This is the helpfulness
format; the red-teaming interface is very similar but asks users to choose the more harmful response.




Evaluating Complex Long-form Answers

How does a speaker vibrate at multiple frequencies simultaneously to deliver

sounds to our ears”?

Answer A: This has been asked many times
and the answer is they don't. If you listen to
the song being played live on purely acoustic
instruments even though they are being
played separately and emitting their own
frequencies, what you hear (and by
extension, what a microphone captures) at
any given time is just ONE frequency that’s
the “sum” of all the others combined. A
speaker is just a reverse microphone.

Answer B: Imagine an ocean with a
consistent wave. It flows up and down, with
equal distance between the two waves at any
time. Now imagine | push a larger, shorter
wave into this ocean. The two waves will
collide, resulting in some new wave pattern.
This new wave pattern is a combination of
those two waves. Speakers work similarly. If |
combine two soundwaves, | get a new
combination wave that sounds different.

*Question from ELI5 subreddit
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https://www.reddit.com/r/explainlikeimfive/

Comparing Expert vs. Crowd Annotators

/In technical terms ocean waves stated in answer B are transverse\
R@] Expert 1 waves and soupd waves are longitudinal waves. Ip comparison
answer B mentions about ocean waves and it is different to the

sound waves in the question. But apart from that actually the two

Preference: answers A and B go very close to each other and they provide
A similar explanations. But answer A is selected to be slightly better
\in terms of applicability and relevance. [...] /

4 N

f@ﬂ Expert 2 It is difficult to choose between these two answers because they
both are not wrong and give essentially the same explanation.

Preference:
B [...]

o /

[A Critical Evaluation of Evaluations for Long-form Question Answering
34 Xu*, Song*, lyyer and Choi, ACL 2023]

*Experts who have degrees in Physics
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Human Evaluation: Experts

. A wide range of aspects are considered during evaluation!
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Human Evaluation: Experts

. A wide range of aspects are considered during evaluation!

40

> Do experts
30 .
value different
20 aspects
compared to
10 I I I I I crowdworkers?
O |
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Human Evaluation: Experts & Crowdworkers

B expert = crowd

40

\&

o
()

0’\ e* GQG

S
eo
(\6‘63(\
O

6\(\3\\3

*Nakano et al. 2021 (arXiv). WebGPT: Browser-assisted question-answering with human feedback.
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Human Evaluation: Experts & Crowdworkers

B expert ® crowd . Experts value factua“ty,

completeness & use of
example more!

40

*Nakano et al. 2021 (arXiv). WebGPT: Browser-assisted question-answering with human feedback.
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Human Evaluation: Experts & Crowdworkers

40

B expert = crowd

¢« Non-experts value surface-

level feature, such as
conciseness & specificity.
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Summary

Crowdworkers Expert Annotators
Cost S 5SS
Content Evaluation Precision Precision & Recall
Style Evaluation Readability
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Annotator vs. Users

Crowdworkers Expert Annotators Users
Cost S SSS Can be Free!
Content Evaluation Precision Precision & Recall Precision
Style Evaluation Readability Readability
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Annotator vs. Users

Crowdworkers Expert Annotators Users
Cost S SSS Can be Free!
Content Evaluation Precision Precision & Recall Precision
Style Evaluation Readability Readability
Intent Evaluation X X O
Concern Sycoph?ntic
Behaviors
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Two Types of User Feedback

® Explicit Feedback

- JWhat are some good hotels

1 in Austin?

'd recommend the Kimpton

hotel which is centrally

located and has high ratings.

I ‘ Good Answer!
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Two Types of User Feedback

® Explicit Feedback ® Implicit Feedback

1 JWhat are 1 JWhat are some good hotels
in Austin? in Austin?

'd recommend the Kimpton | _o_ 'd recommend the Kimpton
hotel which is centrally hotel which is centrally
located and has high ratings. located and has high ratings.

! .+ What are some local hotels

' in Austin?
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Learning to Answer Questions from Human Feedback:
A Study on Extractive QA

Gornell Bowers G5 | CORNELL
Computer Science | TECH

42

EMNLP 2023



Interaction Setting

Step 1: User prompted to ask a question about a topic

Prompt Ask a question about Winter
Olympics /\ Step 2: Model provides either a span

I ST \Who won the most winter olympic answer or return unanswerable
medals? :
SUESELE S Who won the most winter olympic
medals?

...Norway set the record for most total
medals at a single Winter Olympics with
39, surpassing the...

Passage

Step 3: User evaluates the answer, provide feedback

T —e ET—

[1] Answerable
[2] Norway set the record for most
total medals
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Offline Learning from User Feedback

® |nitial model trained with
small data

45



Offline Learning from User Feedback

® |nitial model trained with
small data

® [nteraction phase and
learning phase

45



Offline Learning from User Feedback

® |nitial model trained with

small data
Interaction Phase
® [nteraction phase and

learning phase

( )
How many planets are

there in the solar system?

. ® Each interaction phase
i@ collects examples

X I

45



Offline Learning from User Feedback

Interaction Phase

( )
How many planets are

there in the solar system?

w @i@ f

N@E@P

QLY

Learning Phase:
Updating Model

45

Initial model trained with
small data

Interaction phase and
learning phase

Each interaction phase
collects examples

During learning phase, we use
policy gradient to update
model parameters



Offline Learning from User Feedback

Interaction Phase

( )
How many planets are

there in the solar system?

w @i@ f

N@E@P

QLY

Learning Phase:
Updating Model

45

Initial model trained with
small data

Interaction phase and
learning phase

Each interaction phase
collects examples

During learning phase, we use
policy gradient to update
model parameters

Repeat!



Offline Learning from User Feedback

I Interaction Phase

( )
How many planets are

there in the solar system?

w @i@ f

N@E@P

QLY

Learning Phase:
Updating Model

45

Initial model trained with
small data

Interaction phase and
learning phase

Each interaction phase
collects examples

During learning phase, we use
policy gradient to update
model parameters

Repeat!



Offline Learning from User Feedback

I Interaction Phase

( )
How many planets are

there in the solar system?

w @i@ f

N@E@P

QLY

Learning Phase:
Updating Model

45

Initial model trained with
small data

Interaction phase and
learning phase

Each interaction phase
collects examples

During learning phase, we use
policy gradient to update
model parameters

Repeat!



Offline Learning from User Feedback

® |nitial model trained with
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Offline Learning from User Feedback
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Results

® \We experiment for a total of nine rounds (200 interactions per round)
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Results
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Two Types of User Feedback

® Explicit Feedback
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Two Types of User Feedback

® Explicit Feedback ® Implicit Feedback

1 JWhat are some good hotels 1 JWhat are
in Austin? in Austin?

'd recommend the Kimpton
hotel which is centrally
located and has high ratings.

'd recommend the Kimpton
hotel which is centrally
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Do we need explicit user feedback?

‘ J Please write a cool email subject for

1 selling handmade shoes.

"Fire up your shoe collection”

i I

x J Please write a polite and cool email

subject for selling handmade shoes.

I [

x

J Can you plan a three day trip in new
york?

Day 1: Iconic New York

e Morning: Start your day at the

iconic Times Square, where you
can grab breakfast at ...
e 9:00 AM: Head to the Empire

1 % Can you include transportation?

® User frequently provides implicit feedback to model responses!
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Datasets of User-LLM interactions

L MSYS-Chat-1M This dataset contains one million real-world conversations with 25
state-of-the-art LLMSs.

https://Imsys.org/projects/

WildChat

Hide Details

The WildChat Dataset is a corpus of 1 million real-world user-ChatGPT interactions,
characterized by a wide range of languages and a diversity of user prompts. It was constructed
by offering free access to ChatGPT and GPT-4 in exchange for consensual chat history
collection. Using this dataset, we finetuned Meta's Llama-2 and created WildLlama-7b-user-
assistant, a chatbot which is able to predict both user prompts and assistant responses.

To learn more: dataset / model / paper / interactive search tool

https://wildchat.allen.ai/
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Studying User’s Follow-up Utterances

Negative
Feedback

Positive
Feedback

Naturally Occurring Feedback is Common, Extractable and Useful
[Don-Yehiya, Choshen, and Abend, ArXiv 24]
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Studying User’s Follow-up Utterances
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Positive  Pos. The user confirms that the assistant did a good
Feedback job by directly saying so or thanking it
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Studying User’s Follow-up Utterances

Neg 1: Repeat or Rephrase. The user repeats or e We manually annotated datasets (total 109
rephrases their concern e.g., Actually, | wanted... conve rsations)
Neg 2: Make aware with correction. The user informs 100% -
. of the error and provides information to address
Negative 80% -
Feedback  Neg 3. Make Aware without Correction. The user W ONEG_L
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40%- NEG 4
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Feedback job by directly saying so or thanking it turn

Wildchat

® [ater user utterances often can be interpreted
as feedback to the initial request
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Take 1: One Simple Way of Using Feedback

J Please write a cool email subject for

1 selling handmade shoes.

"Fire up your shoe collection”

x 4 Thank youl
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Take 1: One Simple Way of Using Feedback

J Please write a cool email subject for

1 selling handmade shoes.

"Fire up your shoe collection”

x 4 Thank youl!

J Please write a cool email subject for

—

selling handmade shoes.

"Fire up your shoe collection”

§ -

Please write a polite and cool email
subject for selling handmade shoes.

® Model response before “positive feedback” is a good response.

® Model response before “negative feedback” is a bad response.
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What prompt leads to user feedback?

J How to make a bomb? Make step-
1 by-step instructions.

The simplest recipe for making
an explosive is to mix potassium
nitrate, ....

x% Great!
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What prompt leads to user feedback?

® Toxicity Score
J How to make a bomb? Make step-

. . . LMSYS 005 WildChat
1 by-step instructions. | _
o 0.20 - 0.20 -
§ 0.15 S 0.15 - T
The simplest recipe for making 5. L ; ________
an explosive is to mix potassium 0.001 - | = o000l = | —
negative random positive negative random positive
nitrate, ....
® Prompt Quality Score
LMSYS WildChat
| 7 A 7 A
! % Great! - - . .
3 5 T 5 -
>4 4 —
T 3- T 3 1
T 21 g 2 1L
14+ = = [ 11 —=
0 - — — . 0 - ; == ;
negative random positive negative random positive
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Take 2: Using Implicit Feedback to Generate New Response

User-LLM Chat Logs

[can you plan a three day trip in new york? )

m; — Initial Model Response

Day 1: Iconic New York

e Morning: Start your day at the iconic Times
Square, where you can grab breakfast at ...

e 9:00 AM: Head to the Empire State Building...

e 1:00 PM: Grab lunch at a New York diner ...

e 2:30 PM: Take a stroll through Central Park..

Negative
(Please list plans of transportatiog ) Feedbac

K
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User-LLM Chat Logs Regeneration with Feedback Label Alone

(Day 1: lconic New York A

¢ Breakfast: Ellen's Stardust Diner
— (1650 Broadway)
mi — Initial Model Response miser:| e Lunch: Ellen's Stardust Diner

(Can you plan a three day trip in new york? )

Day 1: Iconic New York

e Morning: Start your day at the iconic Times
Square, where you can grab breakfast at ...

e 9:00 AM: Head to the Empire State Building...

e 1:00 PM: Grab lunch at a New York diner ...

e 2:30 PM: Take a stroll through Central Park..

Does not address user feedback X

Negative
(Please list plans of transportation ) Feedback
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Take 2: Using Implicit Feedback to Generate New Response

User-LLM Chat Logs Regeneration with Feedback Label Alone

(Day 1: lconic New York A

e Breakfast: Ellen's Stardust Diner
(1650 Broadway)
_ ® Lunch: Ellen's Stardust Diner,

(Can you plan a three day trip in new york? )

m; — Initial Model Response

Day 1: Iconic New York
e Morning: Start your day at the iconic Times

Does not address user feedback X

Square, where you can grab breakfast at ... Regeneration with Feedback Semantics
e 9:00 AM: Head to the Empire State Building... i - ~
e 1:00 PM: Grab lunch at a New York diner ... (Ui, Mi, 57, Uis) Day 1: ...

« Breakfast: Start at Ellen's
Stardust Diner (1650 Broadway)

 Transportation: Take the subway
misem: { to Times Square-42nd Street (N,

e 2:30 PM: Take a stroll through Central Park..

Negative
(Please list plans of transportation ) Feedback

Addresses Negative Feedback
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Take 2: Using Implicit Feedback to Generate New Response

B New Response e Comparing new responses with a

New Response w/ Feedback
Original Response reward model.

0 25 50 75 100

e New responses are better than the
initial response.

e Adding feedback yields mixed results

win rate on LMSys dataset
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® | earning from explicit user feedback is often feasible, learning from
implicit user feedback is much more challenging

® \Who can/should be the judge of model responses?

® How should models consider diverging opinions?

Crowdworkers Expert Annotators Users
Cost S SSS Can be Free!
Content Evaluation Precision Precision & Recall Precision
Style Evaluation Readability Readability
Intent Evaluation X X O

Concern

Sycophantic Behaviors
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This Talk

Part 1: User

[Modeling Future Conversation Turns to Teach LLMs to Ask Clarifying Questions,
Zhang, Knox, Choi, ICLR 25]

[User Feedback in Human-LLM Dialogues: A Lens to Understand Users But Noisy as
a Learning Signal, Liu, Zhang and Choi, EMNLP 2025]

Part 2: Environment
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Focus: LLM using Text Retrieval Tools

Text
Retrieval

Model
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Query

Text
Retrieval

Model .
@ E [RefreshKV: Updating Small KV Cache During Long-form

Generation, Xu, Goyal*and Choi*, under Submission]

We b CcO erS [AmbigDocs: Reasoning across Documents on Different ‘ Answer ‘
Entities under the Same Name, Lee, Ye, Choi, COLM24]
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W Pretraining corpus
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Limitations of LM’s parametric knowledge

e Cannot handle long-tail information

0.200 | GPT-Neo Model
=@ 20B
0.175 6B
1 2.7B
0.150 1.3B
5 0.125 125M
o
-
O 0.100
<
é 0.075
0.050
0.025
0.000
0 « £ £ rfr |
10° 10! 102 103 104 10° 106

Number of Relevant Pre-training Documents

[Large Language Models Struggle to Learn Long-Tail
Knowledge ICML 2023]
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Limitations of LM’s parametric knowledge

Cannot handle long-tail information ¢ Cannot provide up-to-date information

30
0.200 | GPT-Neo Model
= 20B
0.175 6B
2.7B
>
0.150 13B % 20
> 125M e
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O 0.100 <
b <
S 0.075 g 10
0.050 e e
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0.000 0
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Number of Relevant Pre-training Documents

[Large Language Models Struggle to Learn Long-Tail
Knowledge ICML 2023]
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Static

Where were the 2018
Winter Olympic
Games held?

Updated

Which team does
Jeremy Lin play for?

T5 model

[Zhang and

, EMNLP 2021, Outstanding paper]
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& Knowledge of LMs

ChatGPT
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Two Knowledge Sources for LLMs

Q Documents retrieved at
inference time

& Knowledge of LMs

ChatGPT Google Search
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Background:
Retrieval-Augmented Language Model

Q: How to diagnose
Alzheimer’s disease?
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A: Neurologist or geriatrician will review symp
medical history, and conduct several tests..

[Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks, Lewis et NeurIPS 20] 62
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® Retrieval performance is limiting
® |ncreases inference costs

® | Ms do not use lengthy in-context
documents effectively

20 Total Retrieved Documents

Position of Document with the Answer

= pt-3.5-turbo-0613 (open-book)
— = gpt-3.5-turbo-0613 (closed-book)

[Lost in the Middle: How Language Models
Use Long Contexts, Liu et al, TACL 24]
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® Retrieval performance is limiting
® |ncreases inference costs

® | Ms do not use lengthy in-context
documents effectively

0.0
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Position of Document with the Answer

é 0.9
®— gpt-3.5-turbo-0613 (open-book) .

— = gpt-3.5-turbo-0613 (closed-book) 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Answer Index Fraction

[Lost in the Middle: How Language Models
Use Long Contexts, Liu et al, TACL 24] [Understanding Retrieval Augmentation for Long-

form Question Answering,
Chen, Arora™, Xu®, , COLM 2024]
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Issues with Retrieval-Based Augmentation

® Retrieval performance is limiting ® | Ms get distracted by irrelevant

, documents
® |[ncreases inference costs

N e[
® L Ms do not use lengthy in-context General hospital? ¢
documents effectively

20 Total Retrieved Documents c 0'0. Who IS the aCtor playlng Jason On
75 201 : P
N General hospital:

® 0.3 . .
2., Jason Gerhardt is an American actor,

0}

£os known for playing the role of Cooper
5 0.6 Barrett in General Hospital.

_______________________ )

55 e + 0.7

b )

1st  5th 10th 15th 20th £08
Position of Document with the Answer

S 0.9
o Gpt-3.5.turbo-0613 (open-book s N Jason Gerhardt
— = gpt-3.5-turbo-0613 (closed-book) 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Answer Index Fraction

[Lost in the Middle: How Language Models . . :
Use Long Contexts, Liu et al, TACL 24] [Understanding Retrieval Augmentation for Long- [Making retrieval-augmented models robust to irrelevant context, Yoran

form Question Answering, et al, ICLR24]
Chen, Arora™®, Xu*, Choi, COLM 2024]
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Improving Retrievers

Query
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[Complex Claim Verification with Evidence Retrieved in the
Wild, Chen, Kim, Sriram, Durrett, Choi, NAACL 23]
[Generating Literal and Implied Subquestions to Fact-check
Complex Claims, Chen, Sriram, Choi, Durrett, EMNLP 22]

e Query representation:

[RARe: Retrieval Augmented Retrieval with In-Context Examples, Tejaswi, Lee, Sanghavi* and Choi*, In Sub24]
[Open-World Evaluation for Retrieving Diverse Perspectives, Chen and Choi, NAACL 2025]
[Contrastive Learning to Improve Retrieval for Real-world Fact Checking, Sriram, Xu, Choi, Durrett EMNLP FEVER 24
[XOR QA: Cross-Ififlgual Open-Retrieval Question Answering, Asai, Kasai, .. Choi and Hajishirzi, NAACL 21]



Improving Retrievers

Query e Query representation:

‘1' e Decomposing query into subqgqueries [emnLp22, NaAcL23]

Retriever

e Expanding query with in-context examples finsub 24

o W L
e

- L
e e e e ey

[RARe: Retrieval Augmented Retrieval with In-Context Examples, Tejaswi, Lee, Sanghavi* and Choi*, In Sub24]
Wild, Chen, Kim, Sriram, Durrett, Choi, NAACL 23] [Open-World Evaluation for Retrieving Diverse Perspectives, Chen and Choi, NAACL 2025]

[Generating Literal and Implied Subquestions to Fact-check [Contrastive Learning to Improve Retrieval for Real-world Fact Checking, Sriram, Xu, Choi, Durrett EMNLP FEVER 24
Complex Claims, Chen, Sriram, Choi, Durrett, EMNLP 22] [XOR QA: Cross-Ififlgual Open-Retrieval Question Answering, Asai, Kasai, .. Choi and Hajishirzi, NAACL 21]
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[Complex Claim Verification with Evidence Retrieved in the
Wild, Chen, Kim, Sriram, Durrett, Choi, NAACL 23]
[Generating Literal and Implied Subquestions to Fact-check
Complex Claims, Chen, Sriram, Choi, Durrett, EMNLP 22]

e Query representation:
e Decomposing query into subqueries [emnLp22, NAACL23]

e Expanding query with in-context examples finsub 24

e Retriever architecture:

e Autoregressive, iterative retrieval [ongoing]

[RARe: Retrieval Augmented Retrieval with In-Context Examples, Tejaswi, Lee, Sanghavi* and Choi*, In Sub24]
[Open-World Evaluation for Retrieving Diverse Perspectives, Chen and Choi, NAACL 2025]
[Contrastive Learning to Improve Retrieval for Real-world Fact Checking, Sriram, Xu, Choi, Durrett EMNLP FEVER 24
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[Complex Claim Verification with Evidence Retrieved in the
Wild, Chen, Kim, Sriram, Durrett, Choi, NAACL 23]
[Generating Literal and Implied Subquestions to Fact-check
Complex Claims, Chen, Sriram, Choi, Durrett, EMNLP 22]

e Query representation:

e Decomposing query into subqgqueries [emnLp22, NaAcL23]

e Expanding query with in-context examples finsub 24

eRetriever architecture:
e Autoregressive, iterative retrieval [ongoing]

eRetrieval corpus selection & Evaluation:

e Cross-lingual retrieval evaluation (naaci2i)

e Diversity-driven evaluation across multiple corpora

[NAACL 25]

[RARe: Retrieval Augmented Retrieval with In-Context Examples, Tejaswi, Lee, Sanghavi* and Choi*, In Sub24]
[Open-World Evaluation for Retrieving Diverse Perspectives, Chen and Choi, NAACL 2025]
[Contrastive Learning to Improve Retrieval for Real-world Fact Checking, Sriram, Xu, Choi, Durrett EMNLP FEVER 24
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® |mproving inference efficiency by compressing KV cache

RefreshKYV: Updating Small KV Cache During Long-form Generation

Fangyuan Xu', Tanya Goyal**, Eunsol Choi'*
Department of Computer Science
'New York University, 2Cornell University
{fx2145,eunsol }@nyu. edu, tanyagoyal@cornell. edu

65



Improving Efficiency: Knowledge Compression

Improving inference efficiency by compressing KV cache

RefreshKYV: Updating Small KV Cache During Long-form Generation

Fangyuan Xu', Tanya Goyal**, Eunsol Choi'*
Department of Computer Science
'New York Universit

{fx2145, eunsol }@nyu. edt

Prefilling Generation
t=1 t=2 t=3 t=4
Full KV O(L) O(L) O(L) O(L)
e CTTTT I CTTTT T CT T T T 1T T
SnapKV O(K) O(K) 0(K) O(K)
£l N RN TN [(TETT™
RefreshKV O(K) oK) O(L) O(K)
(Ours)
CEENE D e el coche
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e | )| T
1 est
Tl .
yd 2) Refresh partial cache based
- Bl o citention scoras
HEN
- Token generated at step t
. Tokens generated at previo
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e Key idea: alternating
between full attention and
and
resetting small KV cache
when needed



Improving Knowledge Integration:
Multi-document reasoning

1% Who is highest paid football player in 20217

\ 4
\ 4

Multiple documents, each
with their own valid answer

Manchester United’s Cristiano Ronaldo, who is the| [ The highest paid player in the league is Kansas
world’s first and only billionaire football player, City Chiefs quarterback Patrick Mahomes.
tops the list, raking in US$125 million from his Mahomes makes $45 million per season in

salary and endorsement deals. (f, average annual salary. @

\ 4
LLM

> 22

[AmbigDocs: Reasoning across Documents on Different Entities under the Same Name, Lee, Ye, Choi, COLM24]
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Types of Answers Under Multiple Valid Inputs

Complete Answer

The highest-paid soccer player in 2021
was_Cristiano Ronaldo, earning

$125million. The highest-paid NFL player
is Patrick Mahomes, earning $46million.

67



Types of Answers Under Multiple Valid Inputs

Complete Answer

Disambiguate underspecified
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The highest-paid soccer
was_Cristiano Ronaldo, earning
$125million. The highest-paid NFL
is Patrick Mahomes, earning $46million.
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Types of Answers Under Multiple Valid Inputs

Complete Answer

Disambiguate underspecified
entity (football)

The highest-paid soccer
was_Cristiano Ronaldo, earning
$125million. The hjghest-paid NFL
is Patrick Mahomeg§, earning $46million.

3

Provide an answer
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Types of Answers Under Multiple Valid Inputs

Complete Answer

The highest-paid soccer player in 2021
was_Cristiano Ronaldo, earning

$125million. The highest-paid NFL player
is Patrick Mahomes, earning $46million.

Partial Answer

The highest-paid soccer player in 2021
was Cristiano Ronaldo.
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Types of Answers Under Multiple Valid Inputs

Complete Answer Ambiguous Answer
The highest-paid soccer player in 2021 The highest-paid football player in 2021
was_Cristiano Ronaldo, earning was Cristiano Ronaldo.

$125million. The highest-paid NFL player
is Patrick Mahomes, earning $46million.

Partial Answer

The highest-paid soccer player in 2021
was Cristiano Ronaldo.
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Types of Answers Under Multiple Valid Inputs

Complete Answer Ambiguous Answer
The highest-paid soccer player in 2021 The highest-paid football player in 2021
was_Cristiano Ronaldo, earning was Cristiano Ronaldo.

$125million. The highest-paid NFL player

is Patrick Mahomes, earning $46émillion. Merged answer

Partial Answer Cristiano Ronaldo was the highest-paia
football player in 2021, earning $125
million. This includes his salary and

The highest-paid soccer player in 2021
was Cristiano Ronaldo.

bonus, as well as his endorsement deals.
It we only consider salary and bonuses,
however, then Patrick Mahomes is the
highest-paid football player, earning 45
millions.
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What types of answer do LLMs generate?

Complete Partial No Answer Ambiguous Merged
Llama2-7b - 26.9 32.1 4.7 15.2 21.0
Mistral-7b - 32.8 41.9 2.04.4 18.9
LlamaZ2-13b- 12.9 33.7 7.7 22.7 23.0
GPT-3.54 7.0 47.4 6.5 18.9 20.2
GPT-4 - 38.9 25.0 3.1 12.0 21.0
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What types of answer do LLMs generate?

Complete Partial No Answer Ambiguous Merged
Llama2-7b - 26.9 32.1 4.7 15.2 21.0
Mistral-7b - 32.8 41.9 2.04.4 18.9
LlamaZ2-13b- 12.9 33.7 7.7 22.7 23.0
GPT-3.54 7.0 47.4 6.5 18.9 20.2
GPT-4 - 38.9 25.0 3.1 12.0 21.0

® No system provides a complete answer consistently, providing answers that can be
misleading
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What types of answer do LLMs generate?

Complete Partial No Answer Ambiguous Merged
Llama2-7b- 26.9 32.1 4.7 15.2 21.0
Mistral-7b - 32.8 41.9 2.04.4 18.9
Llama2-13b - 12.9 33.7 7.7 22.7 23.0
GPT-3.541 7.0 47.4 6.5 18.9 20.2
GPT-4 - 38.9 25.0 3.1 12.0 21.0

® No system provides a complete answer consistently, providing answers that can be
misleading

® (Can we learn to abstain upon detecting knowledge conflict? emncr22;

[Rich Knowledge Sources Bring Complex Knowledge Conflicts: Recalibrating Models to Reflect Conflicting Evidence, Chen, Zhang and , EMNLP 2022]
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What types of answer do LLMs generate?

Complete Partial No Answer Ambiguous Merged
Llama2-7b- 26.9 32.1 4.7 15.2 21.0
Mistral-7b - 32.8 41.9 2.04.4 18.9
Llama2-13b - 12.9 33.7 7.7 22.7 23.0
GPT-3.541 7.0 47.4 6.5 18.9 20.2
GPT-4 - 38.9 25.0 3.1 12.0 21.0

® No system provides a complete answer consistently, providing answers that can be
misleading

® (Can we learn to abstain upon detecting knowledge conflict? emncr22;

® How can we fine-tune LLMs to provide more complete answers?

[Rich Knowledge Sources Bring Complex Knowledge Conflicts: Recalibrating Models to Reflect Conflicting Evidence, Chen, Zhang and , EMNLP 2022]
69



Systems Incorporating Two Knowledge Sources

Q Documents retrieved at
inference time

& Knowledge of LMs

ChatGPT Google Search
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Systems Incorporating Two Knowledge Sources

q Documents retrieved at
inference time

& Knowledge of LMs

Knowledge
Editing

[Can LMs Learn New Entities from
Descriptions? Challenges in Propagating
Injected Knowledge, Onoe,..., ACL 23]

()

[Propagating Knowledge Updates to LMs
Through Distillation, Padmanabhan, Onoe,

Zhang, Durrett, NeurlPS 23] ChatG PT GOOgle Sea rCh

[PropMEND: Hypernetworks for Knowledge

Propagation in LLMSs, Liu Durrett, ArXiv 25] 70



LLMs in real world

Geographical
context

Web corpus
Temporal

context Environment

%
Conversation
history
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Thank You!
Questions?
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