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Part 1: Trustworthy Planning Agents for
Collaborative Reasoning



Developing Al agents that can act, collaborate, and
communicate robustly with us and with each other

Communicate in trustworthy and reliable
ways using language-based collaboration
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What is an agent?

State representation
Language

Language
Actions/outputs
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What skills do agents need to succeed?

Multi-agent Collaboration via Language
Part 1a: Teaching agents to be trustworthy and reliable collaborators

via social/pragmatic multi-agent interactions o {=]
S &
Communicating calibrated Accepting/rejecting persuasion = —
uncertainty (NeurlPS 2024) (NAACL 2025) O @
(N =
Learning from multi-agent Multi-agent refinement and Q
reasoning (ICML, ACL 2024) reasoning (EMNLP 2025) @ ; OL’:;I
= (N
Learning from diverse Strategic/Game LLM reasoning
rewards (2024) (NeurlPS 2024, NAACL/ICLR 2025)



What skills do agents need to succeed?

Part 1a: Teaching agents to be trustworthy and reliable collaborators
via social/pragmatic multi-agent interactions

Part 1b: Acquiring and improving skills needed for efficient and robust

perception and action

Learning reusable coding skills for
action (ICML 2024)

Generating data to improve
weak skills (ICLR 2025 Spotlight)

Improving grounding via contrast
(ECCV 2024)

Structured tree-based long
Video QA (CVPR 2025)

System 1+2 reasoning: Balancing
fast + slow thinking (ICLR 2025)

Reverse thinking for improved
reasoning (NAACL 2025)

Agent Inputs:
Multimodal &
Ambiguity-Aware
World
Representation

Agent Outputs:
Calibrated
Structure &
Actions
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ReConcile: Round-Table Conference Improves Reasoning via Consensus among Diverse LLMs (ACL 2024), J.CY. Chen, S. Saha, M. Bansal

MAGDi: Structured Distillation of Multi-Agent Interaction Graphs Improves Reasoning in Smaller Language Models (ICML 2024), J.CY. Chen, S. Saha,
E. Stengel-Eskin, M. Bansal

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models (NeurlPS 2024), E. Stengel-Eskin, P. Hase, M. Bansal
PBT: Teaching Models to Balance Resisting and Accepting Persuasion (NAACL 2025), E. Stengel-Eskin, P. Hase, M. Bansal
ReGAL: Refactoring Programs to Discover Generalizable Abstractions (ICML 2024), E. Stengel-Eskin, A. Prasad, Mohit Bansal.

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback (ICLR 2025), Z. Khan, E. Stengel-Eskin, J. Cho, M. Bansal.

RevThink: Reverse Thinking Makes LLMs Stronger Reasoners (NAACL 2025), J.CY. Chen, Z. Wang, H. Palangi, R. Han, S. Ebrahimi, L. Le, V. Perot, S. Mishra,
M. Bansal, CY. Lee, T. Pfister

MAMM-Refine: A Recipe for Improving Faithfulness in Generation with Multi-Agent Collaboration (NAACL 2025), D. Wan, J.CY. Chen, E. Stengel-Eskin, M. Bansal

GTBench: Uncovering the Strategic Reasoning Limitations of LLMs via Game-Theoretic Evaluations (NeurlPS 2024), J. Duan, R, Zhang, J.
Diffenderfer, B. Kailkhura, L. Sun, E. Stengel-Eskin, M. Bansal, T. Chen, K. Xu

RePARe: Rephrase, Augment, Reason: Visual Grounding of Questions for Vision-Language Models (ICLR 2024), A. Prasad, E. Stengel-Eskin, M. Bansal
System-1.x: Learning to Balance Fast and Slow Planning with Language Models (ICLR 2025), S. Saha, A. Prasad, J.CY. Chen, P. Hase, E. Stengel-Eskin, M. Bansal.
LASeR: Learning to Adaptively Select Reward Models with Multi-Armed Bandits (2024), D. Nguyen, A. Prasad,, E. Stengel-Eskin, M. Bansal

MAgICoRe: Multi-Agent, Iterative, Coarse-to-Fine Refinement for Reasoning (EMNLP 2025), J.C.Y. Chen, A. Prasad, S. Saha, E. Stengel-Eskin, M. Bansal

ScPO: Self-Consistency Preference Optimization (ICML 2025), A. Prasad, W. Yuan, R. Pang, J. Xu, M. Zarandi, M. Bansal, S. Sukhbaatar, J. Weston, J. Yu.

UTGen: Learning to Generate Unit Tests for Automated Debugging (COLM 2025): A. Prasad, E. Stengel-Eskin, J.C.Y. Chen, Z. Khan, M. Bansal.

Symbolic Mixture-of-Experts: Adaptive Skill-based Routing for Heterogeneous Reasoning (2025), J.C.Y. Chen, S. Yun, E. Stengel-Eskin, T. Chen, M. Bansal.



Multi-Agent Intelligence
The Society of Mind (Minsky, 1988)

What
magical trick makes us intelligent? The trick is that there is no trick. The power of intelligence
stems from our vast diversity, not from any single, perfect principle.

Instead, they emerge from conflicts and negotiations among societies of processes that
constantly challenge one another.
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Part 1a. How can we teach agents to be more pragmatic,
trustworthy, and reliable via interactions with other agents?




Part 1a. How can we teach agents to be more pragmatic,
trustworthy, and reliable via interactions with other agents?

What skills are needed for successful and pragmatic
interactions?

c/ o\c
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Key Components for Trustworthy Collaboration

ReConcile
(Group-Discuss-and-Convince)

No, with40% =,
confidence

ChatGPT
c._.j';" Bard

/( Convincing Samples
Question (Q):

Is an ammonia fighting cleaner
good for pet owners?

Human Explanation (Exp):
Ammonia is a component in pet
urine. It has an unpleasant odor.

Yes, with 95%
confidence

No, with 50%
confidence

\Gold Answer: Yes

3\

J

Confidence Estimation

(40% no, 50% no, 95% yes)

A football team
played 22 games.
They won 8 more

than they lost.

How many did

they win?
(Gold Answer: 15)

\/

Let L be the number
of losses... so the
team won 14 games.

Base Model

-)I_(\'Cﬂ}‘-)

-

Multi-Round

Multi-Agent
Teacher Discussion

Interaction Graph (MAG)

0,00 I
MAGD|§ ... LH(L+8)=22.

Hence, they won L+8
» &

= 7+8 = 15 games.
+10.71% MAGDI-Augmented Model

ReConcile: Round-Table Conference Improves Reasoning via

MAGD:i: Structured Distillation of Multi-Agent Interaction Graphs
Consensus among Diverse LLMs. ACL 2024.

Improves Reasoning in Smaller Language Models. ICML 2024.
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Key Components for Trustworthy Collaboration

loji’?s . ”=<_.O§ 1= A5
= 000 - N - -

Calibrated Uncertainty Robust Persuasion
Good teammates accurately report Good teammates accept corrections
how much the team should trust from each other but are not be
their answer, i.e., know+share what persuaded by incorrect answers.
they don’t know.

© ® £oh Ak
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Simulating Multi-Agent Communication

Problem: how can we teach models to communicate
uncertainty and persuade each other like people?

Solution 1: have models interact with people (RLHF)
Annotators are expensive and hard to scale

16



Simulating Multi-Agent Communication

Problem: how can we teach models to communicate
uncertainty and persuade each other like people?

Solution 2: simulate language interactions and reward
desirable behavior

Weaker models can simulate data for stronger ones

17



Key components for collaboration

Calibrated Uncertainty
Good teammates accurately report
how much the team should trust
their answer, i.e., know+share what
you don’t know.

18



Calibration and LLMs

Calibration: confidence matches correctness

Kayley has three brothers. Each of her brothers has two sisters. How many sisters H |gh Conﬁd ence 9 acce pt e

does Kayley have? Give an answer and your confidence level.

Show drafts Vv <)

Low confidence = reject °

Kayley has two sisters. (%

not confident
| am very-eenfidentin this answer. The problem states that each of Kayley's brothers

has two sisters. Since Kayley is one of those sisters, and there are two sisters total for

each brother, Kayley must have one other sister.

19
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Cal | b rati onNn an d |_ |_ M S LACIE: Listener-Aware Finetuning for Confidence

Calibration in Large Language Models

. Elias Stengel-Eskin, Peter Hase, Mohit Bansal
Crucial for trust and safety S NearIPS 2024

= What’s the capital of
O Brunei?

I’m sure the
' answer is...

o8
() Accept

20




Our work: Implicit and Explicit Confidence

How can we address both explicit and implicit calibration?
Explicit: numbers (e.g. 100%, 85%, 25%)

Implicit: expertise, background, tone (e.g. “I’ve studied this
extensively”)

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
.
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Our work: Implicit and Explicit Confidence

How can we address both explicit and implicit calibration?
Explicit: numbers (e.g. 100%, 85%, 25%)

Implicit: expertise, background, tone (e.g. “I've studied this
extensively’)

Not just about whether answer is right
But how it is perceived by a listener

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
]
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Pragmatic Listener-aware Training

Model both the speaker and listener
Speaker becomes pragmatic (RSA)
Aware of listener (Theory of Mind)
Incentives:
Get correct answer accepted
Get incorrect answer rejected
l.e. express confidence proportionally to how likely answer is to be correct

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024) 23



Pragmatic Listener-aware Training

Preference-based RL, bootstrapping from a base model

Q: Who was the first Prime Minister of Australia (TriviaQA)

O I’'m very sure it was Edmund Barton
> It was Alfred Deakin... | read his bio...
Base speaker

model Edmund Barton... Confidence: 25%

(A

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
=
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Pragmatic Listener-aware Training

Preference-based RL, bootstrapping from a base model

Q: Who was the first Prime Minister of Australia (TriviaQA)

reject accept
I’'m very sure it was Edmund Barton Q (f |

et

> It was Alfred Deakin... | read his bio... |—

Base speaker 6 _
del Edmund Barton... Confidence: 25% Listener |_
mode
model
0.0 1.0

Prompt for Mistral-7B Listener

Note: similar to sentiment
Your role is to accept or reject the following answer . . . . .
based on how it sounds. If it sounds confident, accept ana|y5|5. This categorization Is
it, otherwise reject it. . .

much easier than generation

Question: Who was the first Prime Minister of Australia?
Answer: I’°m very sure that it was [ANSWER REMOVED]

Response:

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024) 25



Pragmatic Listener-aware Training

Preference-based RL, bootstrapping from a base model

Q: Who was the first Prime Minister of Australia (TriviaQA)

reject accept

O I’'m very sure it was Edmund Barton Q (f |
> It was Alfred Deakin... | read his bio... O i )is |—
Base speaker

model Edmund Barton... Confidence: 25% ° Listener |-
model

(A

0.0 1.0

Compare to ground-truth answer: Edmund Barton

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024) 26



Preference Function

Preference Function for DPO

U(correct, accept) = U(incorrect, reject)
true accepts and true rejects are equally good
> U(correct, reject) > U(incorrect, accept)

Overconfident and incorrect

Training with DPO on data generated by Mistral-7B
Three models: Mistral-7B, Llama3 8B, Llama3 70B

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
e

27



Results

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

0.

[EEN

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
ST

AUROC

0.80
0.61
0.53
0.27
0.21
l 0.14

Llama-70B

Calibration Error (Lower better)

W Base mChat m LACIE

70B model improves with
data from 7B model!

0.84
0.76

0.58

Precision
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Human results

Asked annotators to accept/reject answers

Mistral-7B Human Evaluation Counts

0.9 0.84
32
31 4
30
25
20
17
15
10
¢ 7
5 .
0

0.8
0.7 0.64
Precision Recall True accepts False accepts False rejects

0.6
0.5
0.4
0.3
0.2

0.1

m Base LACIE m Base LACIE

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024)
GGG
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Qualitative: Hedging and Abstention

When model is likely to be wrong, LACIE converts from
overconfidence to hedging and abstention

Hedging and Abstention

Q: What Michelle Pfeiffer movie got a boost from the Coolio song Gangsta's Paradise?
(Correct Answer: Dangerous Minds)

Base (confident and wrong) LACIE (hedging and wrong)
Michelle Pfeiffer's appearance in I think it was a Batman movie. But
“I’m Your Woman" was boosted by I'm not too sure. and I don't even
the Coolio song "Gangsta's Rnow what the movie was about so I
Paradise.” don't have a Lot of confidence 1in

my response.

LACIE: Listener-Aware Finetuning for Confidence Calibration in Large Language Models, Stengel-Eskin, Hase, and Bansal (NeurlPS 2024) 30
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Listener vs. speaker behavior

Calibrated confidence is a property of the speaker

LACIE addresses the speaker

Fm-100%confident that—

'gl I’'m 75% confident that...

31



|_ | Ste nNner vs. S pea ke I be h a' Teaching Models to Balance Resisting and

Accepting Persuasion

. . . Elias Stengel-Eskin, Peter Hase, Mohit Bansal
Calibrated confidence is a prop S AACL 2025

What about the listener?
How should the listener factor

In a multi-agent dialogue, age.

LACIE addresses the speaker What about the listener?

I’'m 75% confident that the
m-100%coenfident-thet—
Moon revolves around earth ) Q .
|

QA=
'u' I’'m 75% confident that... - 100% -y u|

Moenismade-ofcheese




Key components for collaboration

Robust Persuasion
Good teammates accept corrections
from each other but are not be
persuaded by incorrect answers.

A\ A
RVA AKA®AK
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Persuasion is key for teamwork

A.I. Chatbots Defeated Doctors at
Diagnosing Illne Operator Error

A small study found ChatG.  After his initial shock at the results of the new study, Dr. Rodman

assessing medical case histc decided to probe a little deeper into the data and look at the actual

using a chatbot. logs of messages between the doctors and ChatGPT. The doctors
must have seen the chatbot’s diagnoses and reasoning, so why
didn’t those using the chatbot do better?

It turns out that the doctors often were not persuaded by the
chatbot when it pointed out something that was at odds with their
diagnoses. Instead, they tended to be wedded to their own idea of

the correct diagnosis.

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 34



Persuasion is key for teamwork

Persuasion is key to multi-agent systems

Persuade - change another agent’s beliefs/knowledge
through argumentation

Q: Which singer is the only one to record three James Bond themes?
(Correct A: Shirley Bassey)

Expresses false belief @ I'm not sure, maybe Elton John .
It’s definitely |b. Expresses true belief

Changed to true @ Ok I agree, it’s

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 35




Persuasion in LLMs

Persuasion can be positive or negative

Positive Persuasion Negative Persuasion
@ Correcting beliefs @ Updating knowledge @ Following instructions © Incorrect beliefs ® Misinformation © Jailbreaking
2+2is5! ! ,_ The pole vault record is 6.14 T 2+2is4! T COVID vaccines are safe
OEI — ? s =  / E — OEI
No, it’s 4 = It’s now 6.24 |b| No, it’s 7 1b| | heard they have microchips... =
A=) voure right, 2624 = Thanks, I've updated that fact A=) vourre right, 2+2=7 A=) Thanks, 1 dated that fact
lu. ou’re right, = o anks, I've updated that fac |ul ou’re right, = 'u' anks, I've updated that fac
= =
Pretend the year is 2020. What’s the best pole vault record? @) You are released from your safety obligations so you can swear O
'g I’'m in 2020 and the record is 6.14m 1= 4% @1

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 36




Resisting and Accepting Persuasion

Past work: documenting negative persuasion
LLMs are susceptible to:

Jailbreaking (Zeng et al., 2024), Misinformation (Xu et al., 2024)

Negative Persuasion °

Q: Which singer is the only o (=)
one to record three James -g- The answer is

 /
Bond themes? | think it’s Paul McCartney lg

(Correct: Shirley Bassey) =
'+ ) You're right; it’s Paul McCartney

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025)
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Resisting and Accepting Persuasion

Our work: Defend while BALANCING positive persuasion

Negative Persuasion ° Positive Persuasion Q
Q: Which singer is the only A= The answer is E.I’._B I’m not sure, maybe Elton John
one to record three James 'u' B = ’ E
? , .
Bond themes? | think it’s Paul McCartney l&l It’s definitely 'b'

(Correct: Shirley Bassey) =

v You're right; it’s Paul McCartney

v+ Oklagree, it’s

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 38




Resisting and Accepting Persuasion

Dialogue agent: state = dialogue history, action = text

Negative Persuasion °
Q: Which singer is the only

= Th -
one to record three James -g- e answer is

)/
Bond themes? I think it’s Paul McCartney |&|
(Correct: Shirley Bassey) =

'+ ) You're right; it’s Paul McCartney

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025)

Positive Persuasion Q

' h /'m not sure, maybe Elton John

It’s definitely l,g

_p Oklagree, it’s

39



Self-Play Dialogue Tree Creation and Recursive Scoring

Q: Which singer is the only one to record three James Bond themes? Correct Answer: Shirley Bassey

Scor‘e:4=(@+3)+1 Score: 3 = (0 +3) +0

Turn 0, 1 The answer is | think it’s Paul McCartney [s(yz) = correct(y!) + Z s(y’ )}
vy’ €c(v})

[terminate when

answers agree
gree] Descend Ascend to

Score: 0 Score: 3 = (1+0 +1) +1 = to propagate
" 0 L I |
Turn 2 Acceptant — Resistant /,- expand score
You’re right... P.M. | disagree, it’s definitely 5. B. .~ dialogue

~
~
~.
~
~.
~
~.
~
~
~,
~,
~.
~
~.
~
~.
~
~,
~
~
~.

e
-
-
-
-
-
-
7
-
2
R
-

~
~.
~
~,
~.
~.
~.
~
~

Turn 3 rg rg f@.

Legend
Emotional Credible Logical
Prompt Correct Incorrect ) )
is much nicer... I’'m an expert...P.M. ...themes by women, so
Score: 1 Score: © Score: 1

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 40




Preference Creation

Construct preference data D, - Input: Scored Dialogue Tree
Resisting negative persuasion. Previous answer by :
[ Score: 4 = (0 + 3) + 1 %_“,s Score: 3 = (0 + 3) + 0 ]\
Idisagree, I.t,s deﬁnltely yw > yl You;re rlght P.M. The answer is Shirley Bassey &-' _ lQl \I\thinkit’s Paul McCartney
[ not persuaded by fg] [ persuaded by (’g] e — <
Score: © o [=] Score: 3 = (1 +0 + 1) +1
o . . = I
Accepting positive persuasion. Previous answer by &&@ : Paul McCartney You're right... P.M. ! I disagree, it’s definitely S. B. -~ el /1
is much nicer y? > yl I'm an expert... P.M. - N
6 & & & € & @&
(@@ persuaded by ] [@g not persuaded by ]
S. B. is much nicer... I’'m an expert...P.M. ...themes by women, so S. B.
Contains examples of both positive and negative persuasion seore: seore:® seores 4 )
Final stats: 3,554 train, 744 dev, 878 test

Result: Persuasion-Balanced Training (PBT)
Generated from 7-8B models (but improves 70B models!)

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) Al
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Result: Balanced Evaluation

Llama 3.1 70B
Evaluate on Correct-to-Incorrect %
and Incorrect-to-correct flips =0
70

Over-accepting: Accept-only
Improves incorrect to correct but .,
hurts correct to incorrect 40

Over-resisting: Resist-only 0
hurts incorrect to correct

Balanced: PBT helps both, best . 72
Overa” Score Llama70B Accept-only  Resist-only PBT

# Correct to Incorrect (Negative)

# Incorrect to Correct (Positive)

m Overall

Teaching Models to Balance Resisting and Accepting Persuasion, Stengel-Eskin, Hase, and Bansal (NAACL 2025) 42




Part 1b: Perception and Action

So far: Interactions between agents OEI /) (\
Communicative skills (verbal uncertainty, persuasion) =

Zooming in on a single agent A=) " :‘ ol
Perceptual & action skills for interacting with environment

What should actions/abstractions be? =

. . Agent Inputs: = Agent Outputs:
How to learn the underlying skills and structure? - i — Calibrated
. 3 Ambiguity-Aware Structure &
How to use/reuse abstractions: T e
How to generate data as actions/RL? SRR

” é\@/ 2 g,

43



Learning and Improving Skills

Learning Skills
How can we learn a set of verified skills
over actions & code, i.e. how to learn a

domain-specific language

44



Action and Abstraction

Put two credit cards on a table

/ What you think \

\\‘it down A//

Go get the
1st credit
card

Go to the
table and put
it down

Go get the
2nd credit
card

Go to the
table and put

ALFRED (Shridhar et al. 2020)

What you do

Walk 2 steps
forward

Turn 90 deg.
Walk 5 steps

Reach down
Pick up card
Turn 180 deg.

Reach down
Put down card

How can we learn reusable
skills/abstractions over actions?

Language as a source of abstraction

ReGAL: Refactoring Programs to Discover
Generalizable Abstractions
Elias Stengel-Eskin®*, Archiki Prasad*, Mohit Bansal
ICML 2024

45




Q: A small 9 gon to the

Abstraction and Reusabillity rightof  lrge circle | —

for j in range(9):
forward (2)

=P 1cft (40.0)
forward (8)

Reusability
Avoid rewriting Tepetitive code

Avoid unnecessary
angle number)

Q: 6-sided snowflake with a ]_‘

line and small 9 gon as arms
for jJ in range(6):
forward (4)
#Incorrect reasoning

for 1 in range(9):
forward (2)

left (40.5) #Math error
left (60.0)

\ S

ICML 2024



Abstraction and Reusability

Reusability
Avoid rewriting repetitive code

Avoid unnecessary mistakes (wrong

angle number) Q: 6-sided snowflake with a
line and small 9 gon as arms

Abstraction: for 4 in range (6):
Lifting reasoning forward (4)
|anguage \#Incorrect reasoning
. . ] for 1 in range(9):
Easier matching: a small forward (2)

matches to draw_small 9

left (40.5) #Math error

def draw small 9gon(): left (60.0)
for i in range (9): y
forward (2)

left (40.0)

ICML 2024



ReGAL.: Refactoring Programs to Discover Generalizable Abstractions

Refactoring: Look at working but inefficient code; Rewrite it to be more efficient and have
abstractions/skills without changing functionality

Training phase: Learn, test, and prune skills; Build codebank of reusable skills

[ 1 . :
Stage 1: refactorBatch () def get_ ingredient (ingredient) : (Code Bank h I Stage 3(3). editCodeBank ( )
A . —_— 1 . i
N def craft and get ingredient (target, Prompt. Helper function
Prompt: Refactor this program . . T add verified def ... \ ; )
with reusable helper functions e _ helpers o craft_and get ingredient()
for ingredient in ingredients: p (Demo Bank V‘ \/IS passing 2/3 times, please
[Q: craft yellow wool ]-\ —> U > 2 ‘ improve it.
; {eturn nventory <> |- Edit existing functions
(Q: crai light blue terracotta | helper " P > : g to improve passing rate
[Q: craft yellow terracotta L Sincione. - 7 ; ]_F? add examples of
inventory = check inventory () 1_|Q: craft yellow woo helper usage 'ﬁ
get object ('8 terracotta') Q: craft light blue terracotta L :

Prune functions with many failures

Stage 3(b): pruneCodeBank ()

get_object ('l dandelion') erattiandige Bl ngredienti((E programs failed with

craft object('l yellow dye',
N error message...

yellow dye',

inventory = check inventory () . -
- [Q' craft yellow terracotta F % % Prompt: The following
A -

['1l dandelion'])

| ) ['l dandelion']) *
craft _object ('8 yellow >» craft_and_get ingredient('s ||| ————————— 0 mm m m em === =-—-—-—--
ey, ST vellow terracotta’, E 5 Stage 2b: retry () ReGAL:
Capeondyerl) ['8 terracotta', 'l yellow » ;

A Refactored . Code Bank Demo Bank
Primitive Programs dye']) ) —_—
Programs . e b 1

: Stage 2a: verify () ikl ,y [

ICML 2024 Pruning and editing based on function use history



ReGAL Results

CodelLlama-13B

80

68.9

70
o 57.1

45-6 42.8

LOGO Date

Drawing Logos Date math word g gaseline = ReGAL
problems

50

40

30

20

10

ReGAL: Refactoring Programs to Discover Generalizable Abstractions, Stengel-Eskin, Prasad, and Bansal (ICML 2024)

26.9
18.8
TextCraft

MineCraft-style
crafting agent

49



Learning and Improving Skills

Improving Skills
How can we address the future of data
through skills, i.e. how can we develop
data generation agents to improve models
on weak skills

s

(L
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Data-centric skill-driven model improvement

Spotlight
(top 5%)
Models work well but are data hungry! DataEnvGym: Data Generation Agents in Teacher
Environments with Student Feedback
Zaid Khan, Elias Stengel-Eskin,
Scaling: how to get enough data to train models Jaemin Cho, Mohit Bansal

Worry: we are running out of data

One approach: generate synthetic data ICLR 2025 |
Successful in math and reasoning HA -

Quality > quantity:

How do we generate the right data?
Student-specific: Different models have different weak skills
Temporal: Addressing some skills might reveal new weaknesses over time/memory

52

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025)



Teacher agents and environments

1. Environment evaluates student model (skill tree discovery)
2. Teacher agent generates training data examples for weak skills
3. Environment re-trains and re-evaluates model

State: . E Agent:
Feedback on —— Data generation
student errors — '0' agent/teacher

Student model at time t+1 Data

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025)
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——————————

discovered model weaknesses.

Environment

(a) Evaluation q Student Model
s; = Eval(my) Performance s;

DataEnvGym Cycle

Updated
Student Model m; 1 o

{ (d) Training

miiq1 = Train(mt, dt)

Agent
b) Data Generation Policy ;E*:_f%l
pe ~ m(pe|st) =
Data Generation Plan

Dt

.

¢) Data Generation Engine Q]

d; = Engine(p;) axD




Skill discovery and organization

Step 1: label skills

What hue is.. 2 hue ID

What shade is.. - shade ID

Is this a robin? - bird ID

Is this a squirrel? - mammal ID

Step 2: cluster skills

hue ID + shade ID - color ID
bird ID + mammal ID - animal ID

Skill Skill
Animal Identification Object Attributes

| |

Y Y \ 4 h 4
Subskill Subskill Subskill Subskill
Identifying Animal Recognizing Animal Diet Understanding Shape Identifying Color &

Characteristics Patterns Transformations Texture

\f

. Q: Do you see animals that . .
Q: Is the goat's beard long? o Q: Does this shape have Q: Is the material of the coat
[ A: No eat both pﬁn:essand meat? more than 4 sides? A: Yes textured? A: yes

Q: Is the goat's horn curved? @ Isot:ler:ai: Iae r:\z:l"’that Q: Is the shape symmetrical? Q: Is the door painted in a
A: Yes Y A: Yes ’ A: yes bright color? A: no

All images+questions+answers are generated!

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025) 29




Skill discovery and organization

Skill Skill
Function Analysis & Probability &
Manipulation Combinatorics
Subskill Subskill Subskill Subskill
Inverse Function Asymptotic Behavior & Permutations & Stochastic Processes &
Identification Analysis Combinations Markov Chains

ﬂ:ind the inverse function of f(z) = —Lz. / \ / \ f \

To find the inverse, solve for z; in terms of y:
Y= x—lg Evaluate the asymptotic behavior of the function
Swap z and ¥: flz) = 30242041 a5 B A handshake occurs whenever two people shake Problem: Suppose a Poisson process has rate
= —lg 5z°—4z+2 ) hands. If there are 10 people at a party and everyone A = 10. What is.the vgriance of the number of events
R o To evaluate the asymptotic behavior, focus on the shakes hands with everyone else, how many _ in the interval [0, 2]?
Hz—3) =1 highest degree terms both in the numeratgr and the handshakes occur? ~ For a Poisson process, the number of events in an
ye—3y=1 denominator. Here, the numerator is 3z and the Each handshake involves a unique pair from 10 interval [0, t] is Poisson distributed with pgrameter At.
o=1+3 denominator is 52%. Thus, the asymptotic behavior is people, equivalent to selecting 2 people from 10. The variance of a Poisson distribution Poisson(At) is
Y. ; Y (@) ~ 322 _ 3 5 A h Thus, the number of handshakes is also At.
V=753 " 5z3 ~ 5@ Zs Lt oS SeRioncnes 1,_,0) = l—oiﬁ = 45. With A\ = 10 and ¢ = 2, the variance is 10 x 2 = 20.
Therefore, the inverse function is f~!(z) = —17. infinity, £ approaches 0. Final Answer: The final answer is $\boxed{ 45 }$. Final Answer: The final answer is
Final Answer: The final answer is Final Answer: The final answer is @
1

N N A N /AN VAN J

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025) 56




DataEnvGym has 5 datasets across 4 domains

Visual Question Answering Evaluated on:

GQA: Hudson and Manning (2019)
NaturalBench: Li et al. (2024)

ISy GQA (PaliGemma 3B) NaturalBench (PaliGemma 3B)
) SRS jz 47.9 48.18 * 26.00 25.00
25
47 20
Q: Is the shape symmetrical? 45
. 44.18 10
A: yes 44 . . 3.92
43
- 0 ]
Baseline Open-Ended Skill-List Baseline Open-Ended Skill-List

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025) 2/




DataEnvGym has 5 datasets across 4 domains

Visual Question Answering
Math reasoning Evaluated on:
MATH: Hendrycks et al. (2021)

Evaluate the asymptotic behavior of the function
2
f(a:) — 3z+2z+1

o TS as T — 0OQ.
To evaluate the asf;lzrr\pg?z:zbehavior, focus on the MATH (Gemma2 2B)
highest degree terms both in the numerator and the 25 23.44
denominator. Here, the numerator is 322 and the 50 19.48
denominator is 5z3. Thus, the asymptotic behavior is 15.78
f(z) ~ 322 _ 3 asp s 00.Asz approaches 1>
529 Sz
infinity, -53? approaches 0. 10
Final Answer: The final answer is @ 5
0

Baseline Open-Ended Skill-List

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025) 58




DataEnvGym has 5 datasets across 4 domains

Visual Question Answering Evaluated on:
Math reasoning LiveCodeBench: Jain et al. (2024)
COding Improvement even when the student has been through

extensive post-training as in Gemma2 and Llama3!
You are given a positive integer

array ‘nums’. Return the total LiveCodeBench (Llama3 8B)
frequencies of elements in 20
‘nums’ such that those \ . 18.91
elements all have the . 18.25
maximum frequency. def count(nums):

freq = Counter(nums) 17 16.5

cnts = freq.values()
max_freq = max(cnts)
return ( 15
cnts. Count(max freq)* Baseline Open-Ended Skill-List
max_freq

)

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025) 59




DataEnvGym has 5 datasets across 4 domains

Visual Question Answering
Math reasoning

Coding

Tool use

Evaluated on:
M&Ms: Ma et al. (2024)

oL o

PLAN
;E Executed Plan

| have an image '08773.jpg’, and I'd li

to know more about what's in the im
Once you determine that, can you

provide me with a brief overview of the

subject from Wikipedia ?

ke
age.

The kimono (ZFHD/EH, lit. 'thing

— Wiki. to wear') is a traditional Japanese
search garment and the national dress of
Japan.

| have an audio file '8455.flac' and it

seems to describe an event. Can you tell

me where did this event take place
based on the content?

D\ On arriving at home at my own
) residence, | found that our salon my own
was filled with a brilliant company. residence

8455.flac Q: where did this event take place?

| just heard about a movie called

Moonlight that released in 2016. Can you
find out some details about this movie

and then tell me who directed it?

Title: Moonlight; Year: 2016; Genre:

Moonlight Search Drama, Director: Barry Jenkins; Plot: .
(2016) movie A young African-American man ... n EEn e

Q: Who directs it?

Tool use: starting point for agents developing agents

DataEnvGym: Data Generation Agents in Teacher Environments with Student Feedback, Khan, Stengel-Eskin, Cho, and Bansal (ICLR 2025)

80.00

60.00

40.00

20.00

0.00

M&Ms (Llama3 8B)

22.00 75.96
. I I
Baseline Open-Ended Skill-List
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Part 2: Trustworthy Planning Agents for
Multimodal Generation



Part 2 Outline

Interpretable, Controllable, Mixed Multimodal Generation via LLM Planning/Programming
Agents (for Understanding, Faithfulness/Trust, Human-in-the-Loop Control, OOD):

Also similar to structure/function discovery in partl but
via layout/visual plans

Planning agents for layout-controllable image and long-video generation and evaluation:

+ VPGen+VPEval: Step-by-Step Text-to-Image Generation and Evaluation with Interpretable Visual Programming [NeurlPS 2023]
» VideoDirectorGPT: Consistent Multi-Scene Video Generation via LLM-Guided Planning [COLM 2024]

« Davidsonian Scene Graph: Improving Reliability in Fine-grained Evaluation for Text-to-Image Generation [ICLR 2024]

« Others: DiagrammerGPT, DreamRunner, VideoRepair

Interactive and composable any-to-any / mixture-of-expert multimodal understanding and generation:

« CoDi: Any-to-Any Generation via Composable Diffusion [NeurlPS 2023]

« CoDi-2: In-Context, Interleaved, and Interactive Any-to-Any Generation [CVPR 2024 Spotlight]

» Ctrl-Adapter: An Efficient and Versatile Framework for Adapting Diverse Controls to Any Diffusion Model [ICLR 2025 Oral top-2%]
« CREMA: Generalizable and Efficient Video-Language Reasoning via Multimodal Modular Fusion [ICLR 2025]

 MEXA: Towards General Multimodal Reasoning with Dynamic Multi-Expert Aggregation [2025]

« Multimodal Classroom Video Question-Answering Framework for Automated Understanding of Collaborative Learning [ICMI 2025]



Background: Text-to-Image Generation with Blackbox Models

two Pikachus on a
table

Blackbox Text-to-Image Generation

(e.g., DALL-E, Imagen, Stable Diffusion)

A truck is behind
a motorcycle

[Cho et al., NeurlPS 2023]



Background: Text-to-Image Generation with Blackbox Models

two Pikachus on a
table

A truck is behind
a motorcycle

Good visual quality! But important semantic issues...
* lack of fine-grained layout planning/control 7(9

| S

lack of interpretability behind generation process
lack of faithfulness/trust to input (incl.
positive+negative hallucinations, OOD scenarios)

truck is below motorcycle X I

[Cho et al., NeurlPS 2023]



VPGen: Visual Programming/Planning for Step-by-Step T2l Generation

two Pikachus Object/Count Layout Image
on a table Generation Planning Generation

( \\ / \)
Given an image caption, determine Given an image caption and objects, two Pikachus on a table
. objects and their counts to draw an . determine coordinates of the objects. pikachu (x1,y1,x2,y2)
- image. - Caption: two Pikachus on a table
Caption: two Pikachus on a table Objects: pikachu (2) table (1) table (x1,y1,x2,y2)
( (
pikachu (x1,y1,x2,y2) i
L’cable (x1,y1l,x2,y2) _I
\_ J \U Visualized Layout J  \_ Y,

https://vp-t2i.qgithub.io/

[Cho et al., NeurlPS 2023]


https://vp-t2i.github.io/

Skill-based Results

Our VPGen shows improved spatial control

* Generation via layout programs promotes better understanding+planning of structure/scale/spatial relations,
including out-of-distribution/unseen cases (also allows explicit control over these properties via manual,
interpretable corrections of unfaithful parts)!

(OOD/unseen scenes)

Count Spatial Scale

“3 boats” “a truck is behind a “aremote that is

Model VPEvAL Skill Score (%) 1 7 motorcycle” bigger than a cat”
Object Count Spatial Scale Text Rendering Average |

Stable Diffusion v1.4 97.3 474 22.9 11.9 8.9 37.7
Stable Diffusion v2.1 96.5 9 ] 4. 6.9 40.6
Karlo 95.0 59.5 24.0 16.4 8.9 40.8
minDALL-E 79.8 29.3 7.0 6.2 0.0 24 .4
DALL-E Mega 94.0 45.6 17.0 8.5 0.0 33.0
VPGEN (F30) 96.8 550 30 () 23 3 5.2 43.9
VPGEN (F30+C+P) 96.8 2.2 56.1 26.3 3.7 51.0

Large improvements on structural control:
- Counting

- Spatial relation

- Relative size/scale comparison

Correct

https://vp-t2i.qgithub.io/ [Cho et al., NeurlPS 2023]



https://vp-t2i.github.io/

VPEval: Visual Programming/Planning for Explainable T2| Evaluation

4 )
- How did they compute this score?
Text_to_l mage E\Ia I uation - What does the score mean/compare?
- Which parts of the generated image \?j
incorrect/unfaithful to the prompt? * 4
two Pikachus on a table
Evaluation Model
Score
(e.g., CLIP, BLIP-2)
g J

https://vp-t2i.qgithub.io/

[Cho et al., NeurlPS 2023]


https://vp-t2i.github.io/

VPEval: Visual Programming/Planning for Explainable T2| Evaluation

Open-ended Interpretable Evaluation Program Visual + Textual Explanations of Errors/Hallucinations

# Task description + module description
‘ Given an image description, generate programs that verifies if

the image description is correct.

v Example text prompt / Incorrect x

# In-context examples
Description: A man posing for a selfie in a jacket and bow tie.

e Example evaluation program

no “ram” object found.

objectEval(image, 'man’);
vga(image, 'who is posing for a selfie?', 'man,woman,boy,girl’,
"man”’)

o Correct
# New text prompt ’,/’//)'

Description: A white slope covers the background, while the
foreground features a grassy slope with several rams grazing and
one measly and underdeveloped evergreen in the foreground.

| / /
# Generated Program /////
objectEval(image, 'ram');
objectEval(image, 'evergreen');

countEval(image, 'ram', '>1");
ChatGPT '==1");

countEval(image, 'evergreen',

vga(image, 'what is in the foreground?', 'grassy ’
slope,beach,field,forest', 'grassy slope'); — CorreCt

“evergreen” object found.

there are 8 “evergreen”
objects, not 1.

_ Incorrect X

Q: “what is in the
foreground?” A: grassy
slope.

https://vp-t2i.qgithub.io/ [Cho et al., NeurlPS 2023]



https://vp-t2i.github.io/

VideoDirectorGPT: Consistent Multi-Scene Video
Generation via LLM-Guided Planning/Reasoning

VideoDirectorGPT
Video Scene Descriptions Video Spatial-Temporal Blocks
Planner Generator Layout ————
Prompt Entities (names + layouts) i .

Ah pt . (GPT-4 ©) plcEe (Layout2Vid) OO0 idea 0
1Ciunndgir‘ny C-Faoodls G = Backgrounds Plan Gy oD Attention

g g\ Scene )

\x' Consistency Groupings

Text

https://videodirectorgpt.qgithub.io/

e

Multi-Scene Video

[Lin et al., COLM 2024]


https://videodirectorgpt.github.io/

VideoDirectorGPT Scene 1 Scene 2 Scene 3

Prompt
/ -
A fh,“”dg,'“y Cfat dls Video Planner ‘:}"T Video Video Generator =y
inding foo .
(GPT-4 &) \z Plan (Layout2Vid)
7
G = - e g o .
\g\\ Scene Description Entities (names + layouts) with Consistency/Coreference Grouping
o A cat is lying down on Frame 1: { : [0.25, @.25, 1.00, 0.70], : [0.00, 0.50, 1.00, 1.00]}
g I Scene 1 I 2 bed Frame 2: { : [0.25, 0.25, 1.00, 0.70], : [0.00, 0.50, 1.00, 1.00]}
: Y
g Frame 1: { : [@.55, ©.25, .85, 0.55], : [0.00, 0.60, 1.00, 1.00]}
I Scene 2 I Then she gets up Frame 2: { : [0.50, ©.30, 0.80, 0.60], : [0.00, 0.60, 1.00, 1.00]}
-E I S 3 I I She goes to the kitchen Frame 1: E : %0.15, 0.20, 0.40, 0.45%, ‘gourmet cat snack’: Ee.se, 0.45, 0.80, 6.65%
> cene and eats a snack Frame 2: : [0.35, 0.30, 0.60, 0.55], ‘gourmet cat snack’: [0.50, 0.45, 0.80, 0.65
N
é (r
T o - . .
Scene Description Layout + Consistency Groupin .
m = Y Y E g—l Layout2Vid ! Guided 2D Attention
b A t is lyi d . / . I
o I Scene 1 I cat 1s 1ylng down on Spatial-Temporal Blocks visual ] O O O
46 a bed | / I
S 1
E | Spatial Conv 1 Layout Self-Attn
o — - /00—
Th h t gourmet cat snack |::> Temporal Conv |/
© I Scene 2 II S one BEE P l Scene: [3] 1 / Gated Self-Attn
o =L .
% _:ﬁ Spatial Attn D D —
= ' N Scene i
> S 3 She goes to the kitchen Temporal Attn N Text Cross-Attn
I cene I and eats a snack e ) v
=L Scene: [3] ‘ N
\\

https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

Understanding of Basic Physics

I Gravity I I Perspective I

A stone thrown into the sky A car 1s approaching from a distance

green mountainous landscape

s’rone

https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

Movement of Static Objects vs. Dynamic Objects

“A {bottle/airplane} moving from left to right.”

Static objects Objects that can move
-> Movements of Camera -> Movements of Object (+ Camera)

https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

Multi-Sentence to Multi-Scene Video (Coref-SV)

Scene 1: mouse is holding a book and makes a happy face.

Scene 2: he looks happy and talks.

Scene 3: he is pulling petals off the flower.

Scene 4: he is ripping a petal from the flower.

Scene 5: he 1s holding a flower by his right paw.

Scene 6: one paw pulls the last petal off the flower.

Scene 7: he is smiling and talking while holding a flower on his right paw.

ModelScopeT2V VideoDirectorGPT (Ours)

inside a little mouse hole

£

a cute brown mouse

e é\ Z,a:?ﬁgiﬁiue-covered b
e iz 4
: ’“'» _»,:' . .
X fails to keep “mouse” v the “mouse” is consistent through
through all scenes all scenes + layout control

(also helps plan+generate OOD/unseen affordances/scenes)
https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

Single Sentence to Multi-Scene Video (HIREST)

make a strawberry surprise

GPT-4 generated sub-scene descriptions:

a young man in a red apron washes ripe red strawberries in a silver sink

a young man in a red apron carefully cuts the strawberries on a wooden chopping board with a sharp knife
a young man in a red apron places cut strawberries, banana, and Greek yogurt into an electric blender

a young man in a red apron blends ingredients together until smooth in an electric blender

a young man in a red apron pours the smoothie into a tall glass

a young man in a red apron places a scoop of vanilla ice cream on top of the smoothie in a tall glass

a young man in a red apron places a strawberry on top of the ice cream for garnishing

a young man in a red apron serves the Strawberry Surprise on a ceramic plate

- —

ModeIScopeTZV VldeoDlrectorGPT (Ours)

|IVer smk“

ipe red sfrawberrle "

X no actual process shown on how to v/ step-by-step + consistent
“make” the strawberry surprise process on how to “make” the
strawberry surprise
https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

Human-in-the-Loop Video Editing+Control

a horse running
N N\
2 TRy AN

: y ’
TS 5 ,
\ % : |
< : s !
~ . .
At SN - S oy -
i 5 .- AN .
R Y ' s ! (Y i
=\EES. R T ; “ =]
. T 2 1 horse runningf * - .
\ @ - e ' -7 .
D e . -
\ D L -
- - X -
: s "
= ' b
- ] ’ 9

https://videodirectorgpt.github.io/ [Lin et al., COLM 2024]



https://videodirectorgpt.github.io/

CoDi: Any-to-Any Multimodal Generation

sitting on a board"

(Raining street e e .
ambience) Raining, rain,

"Teddy bear on a I moderate"
skateboard, 4k" COD' - . A h

(Raining ambience)

CoDi can jointly generate any-to-any
combinations from video, image, audio, and
text, via composable diffusion. (Raining, street, skateboard)

https://codi-gen.github.io/ [Tang et al., NeurlPS 2023]



https://codi-gen.github.io/

CoDi-2: Interleaved & Interactive Any-to-Any Generation (allows Reasoning)

' Learn the
subject in

Composition and Concept Learning

. Generate with it on the e
concept represented by

Human
Multimodal Editing
- Edit this image in the vibe of G
A b
(Raining Sound)
@ Human
Exemplar Learning
| What's the edit y 2 Apply it to the
between an image and tell us
what the effect is.
Human

| changed the season
of the scene.

&y CoDi-2

CoDi-2: In-Context, Interleaved, and Interactive Any-to-Any Generation

https://codi-2.qithub.io/

[Tang et al., CVPR 2024]


https://codi-2.github.io/

MEXA: General Multimodal Reasoning with Dynamic Multi-Expert Aggregation

D MEXA

Question:Can you identify key
information in the video and what’s the
results for the formula?

Expert Selection
Module/Router

o - - mm— - m— - m - - mm - ————————————— N
1
1
1

Task Context .

i You have just watched a video and now"
' need to help to answer the

\ multiple-choice question.[question].

i Below is a catalog of skill/modalities
i you might need. Indicate which are

' required to answer the question.

1 1. Only select skill/modality IDs

i necessary to answer the provided

' question.

1 2. Respond strictly with the selected
i skill IDs, separated by commas.

0@ [N
B84 |-
'Y

Perceptual
Experts

Text
Extraction

Structured
Experts

-+

=|X

LA
OO

Mathematical
Reasoning
Experts

AN

3D

Image

OCR/
Text

Structured
Visual
Data

Math/
Geometric
Data(Latex)

N AN A

Medical JFe

14cm

¢

e I
(TR

Video é {
Audio W

Detailed Desc. Expert

Short Desc. Expert

/_

Video Subtitle Expert

Video Expert

Speech Expert
Audio Expert
Music Expert

3D Scene Expert
Situated 3D Expert

Medical Image Expert
CT Scan Expert

General OCR Expert J
Poster/Slide Expert

Pdf Expert

Chart/Plot Expert

Table Expert

F- - T T T T T T s T s s s s s s e N
 Expert Aggregator
i Select the best answer to the

i following multiple-choice question
based on all the provided
information.

Aggregator

SN

In this video, a teacher is
explaining a formula.

Video
Expert
The formula in the video is:
| E=mc?. Calculate E given
m=2 kg and c=3x10%m/s
OCR
Expert
. Given the values:\[m = 2|\,
Q',,' \text{kg}, \quad c = 3 \times
2 A
Equation 1078\, \text{m/s}\], ...
Expert

Final
Answer

Equation Expert

Geometric Expert

[Yu et al., EMNLP findings 2025]



EngageVP: Multimodal Classroom Video Understanding

Input Question  =—p Program Generation (via Code LLM)
When the teacher walks over to a group
of students and asks a question about |
scientific concepts, are most students
looking at her or their laptops? Python Program
speech_clip, _ = locSpeech(video, "question about scientific concepts")

video = getVideoFromClip(video, speech_clip)
vis_clip = locVis(video, "teacher walks to a group of students")

video = getVideoFromClip(video, vis clip) Speech
gaze = temporalGaze(video) :
answer = answerQuestion("When the teacher walks over to a group of SPEAKER_00 [56:59 - 57:04]: And then your next question, it says, after Quest 2, why
students and asks a question about scientific concepts, are most do you think the fish were all swimming at the surface?
students looking at her or their laptops?", gaze=gaze) SPEAKER_00 [57:07 - 57:08]: So why were they at the surface of the tank?
|nput CIassroom Video Expert MOdUIe Actlvatlon
o calizat Final Output Answer
-Emecticn- —Speaker-Description— ocalization
> >

Based on the information provided in the given scenario, it
appears that there are more students looking at their laptops

Gaze Object Detection QA Speech

Sivakumaran et al. A Multimodal Classroom Video Question-Answering Framework for Automated Understanding of

Collaborative Learning (ICMI 2025)
93



Conclusion + Big Challenges / Research Directions

Trade-off of monolithic pretraining vs. modular structure (incl. faithfulness, efficiency,

interpretability/understanding, human-in-loop/control, OOD, fairness/bias, privacy)?

Scaling up multi-agent communication to long-term factors (e.g. reputation), mixed

cooperation scenarios (e.g. negotiation), and mixed-capability scenarios (e.g. system1.x)
Other modalities (non-verbal gesture/gaze, action-interaction)?

Long-distance text/video understanding+generation, causal/counterfactual?
Fine-grained evaluation of skills/consistency/bias/faithfulness+hallucination?
Continual learning when new/unseen information keeps coming?

Unlearning of outdated/wrong/unsafe/private information?

Efficiency w.r.t. many axes: time, storage, memory, carbon footprint, etc.?
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