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LLMs as information sources?

Hallucination types
LLMs with RAG

LLMs with CoT
LLMs and the information ecosphere

In this part of the lecture
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Do you use LLM-based chatbots?
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LLMS AS INFORMATION
SOURCES?
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Concept: alternative to search engines

https://you.com/
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https://you.com/


Concept: automating science

[2408.06292] The AI Scientist: Towards Fully Automated Open-Ended Scientific Discovery
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https://arxiv.org/abs/2408.06292


Concept: "idea to text" workflow

https://paragraphai.com/
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https://paragraphai.com/


'AI' is getting everywhere

https://www.theverge.com/2024/5/14/24155321/google-search-ai-results-page-gemini-overview
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https://www.theverge.com/2024/5/14/24155321/google-search-ai-results-page-gemini-overview


Possibly without
warning

Source: personal screenshot
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LLM HALLUCINATIONS
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NB: 'Hallucination' is a wishful mnemonic

A major source of simple-mindedness in AI programs is the
use of mnemonics like “UNDERSTAND” or “GOAL” to refer
to programs and data structures. ...If a researcher...calls
the main loop of his program “UNDERSTAND,” he is (until
proven innocent) merely begging the question. He may
mislead a lot of people, most prominently himself.
...What he should do instead is refer to this main loop as
“G0034,” and see if he can convince himself or anyone
else that G0034 implements some part of understanding.

Drew McDermott (1976), quote from M. Mitchell (2022) Why AI is harder than we think
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https://arxiv.org/pdf/2104.12871


Ongoing battle on 'wishful mnemonics' in NLP

language corpus model

AI NLP
'Understanding' 'processing'

'LLM capabilities/behavior' performance
Hallucination ... making sh*t up?
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LLMs make things up

https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/
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https://www.washingtonpost.com/technology/2023/04/05/chatgpt-lies/


LLMs make up for making things up
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LLMs make up sources

https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
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https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/


Types of
hallucinations

Zhang et al. (2023) Siren’s Song in the AI Ocean: A Survey on Hallucination in Large Language Models
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http://arxiv.org/abs/2309.01219


Type of hallucinations in generated code

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Example of context conflict: dead code

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Example of intent
conflict

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Example:
knowledge
conflict

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


The same program can contain several types of errors

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Different LLMs make up different things

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Code with hallucinations can pass 1.6-7.8% tests!

Liu et al. (2024) [Exploring and Evaluating Hallucinations in LLM-Powered Code Generation
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https://arxiv.org/pdf/2404.00971


Is this acceptable for coding assistants?
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Problem: automation bias

https://www.cloud-science.de/automation-bias/
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https://www.cloud-science.de/automation-bias/


Problem: status quo isn't great as it is

https://www.explainxkcd.com/wiki/index.php/File:dependency.png
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https://www.explainxkcd.com/wiki/index.php/File:dependency.png


Problem: exploits of made-up packages ('huggingface-cli')

https://www.lasso.security/blog/ai-package-hallucinations
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https://www.lasso.security/blog/ai-package-hallucinations


A dummy package got tons of downloads!

Problem: exploits of made-up packages

https://www.lasso.security/blog/ai-package-hallucinations
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https://www.lasso.security/blog/ai-package-hallucinations


Food for thought?

Source: https://www.nbcnews.com/news/world/live-blog/live-updates-it-outage-flights-banks-businesses-microsoft-
crowdstrike-rcna162669
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https://www.nbcnews.com/news/world/live-blog/live-updates-it-outage-flights-banks-businesses-microsoft-crowdstrike-rcna162669
https://www.nbcnews.com/news/world/live-blog/live-updates-it-outage-flights-banks-businesses-microsoft-crowdstrike-rcna162669


RETRIEVAL-AUGMENTED
GENERATION
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Basic RAG

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview

September 24 2024Anna Rogers 31

https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


see the minimal RAG tutorial on

LangChain, LlamaIndex: popular libraries supporting RAG

https://python.langchain.com/docs/tutorials/rag/
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https://python.langchain.com/docs/tutorials/rag/


RAG example: gene-disease
associations from KG

Source: ITU Master thesis by A.M.Wermuth, L.D. Rasmussen, T.B. Svendsen (2024)
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RAG tricks: hierarchical index

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


RAG tricks: extended context

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


RAG tricks: query transformations

Ilin I. (2023) Advanced RAG Techniques: an Illustrated Overview
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https://medium.com/towards-artificial-intelligence/advanced-rag-techniques-an-illustrated-overview-04d193d8fec6


When citations are not clear, e.g. because of combining
multiple sources: fuzzy matching to identify source sentences

Adding references with fuzzy matching

https://github.com/run-llama/llama-
hub/tree/main/llama_hub/llama_packs/fuzzy_citation
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https://github.com/run-llama/llama-hub/tree/main/llama_hub/llama_packs/fuzzy_citation
https://github.com/run-llama/llama-hub/tree/main/llama_hub/llama_packs/fuzzy_citation


RAG issues: can make things worse
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experiment setting: the knowledge graph is deliberately
split so that test questions have no supporting evidence
there
model instructed to output "False" when there is no
supporting evidence
both OLMo and Mistral sometimes output correct answers
on such questions! (5-8%)

RAG issues: non-adherence to non-parametric memory

Source: ITU Master thesis by A.M.Wermuth, L.D. Rasmussen, T.B. Svendsen (2024)
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retrieval accuracy and relevance
generation relevance (to query), faithfulness (to sources)
and correctness (vs ground truth)
also: system latency, response diversity, robustness to
noise in input, rejecting the response when there's not
enough information, robustness to incorrect information,
readability...

RAG issues: evaluation criteria?

YU et al. (2024) Evaluation of Retrieval-Augmented Generation: A Survey
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https://arxiv.org/pdf/2405.07437


RAGas library: 

faithfulness: is the answer grounded in the given context?

relevance: is the generated answer addressing the
question?

context relevance: retrieved context should containing as
little irrelevant information as possible

🤔 all these metrics are evaluated by another LLM (gpt-3.5-turbo)

RAG issues: evaluation criteria?
https://github.com/explodinggradients/ragas

Es et al. (2024) RAGAs: Automated Evaluation of Retrieval Augmented Generation
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https://github.com/explodinggradients/ragas
https://aclanthology.org/2024.eacl-demo.16


RAGas approach example: context relevance
❓no evaluation of the relevant
sentence identification, correctly using
the 'insufficient information' option, or
non-modification of extracted
sentences
❓RAGas is evaluated on a wikieval
dataset, for which human judgements
are collected, but questions in that
dataset are themselves generated by
chatgpt

❓ possible bias towards chatgpt?

Es et al. (2024) RAGAs: Automated Evaluation of Retrieval Augmented Generation
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https://aclanthology.org/2024.eacl-demo.16


Rag issues: 'trusted sources'

[1] ; [2] Partnership with Axel Springer to deepen beneficial use of AI in journalism | OpenAI Germany’s biggest newspaper is
cutting 20% of jobs as it prepares for an AI-powered digital future | CNN Business
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https://openai.com/index/axel-springer-partnership/
https://edition.cnn.com/2023/06/21/media/bild-germany-newspaper-ai-layoffs/index.html
https://edition.cnn.com/2023/06/21/media/bild-germany-newspaper-ai-layoffs/index.html


Rag issues: AI search optimization?
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Is RAG a solution for LLM factuality?
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CHAIN-OF-THOUGHT
PROMPTING
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Chain-of-thought: including 'reasoning examples'

Wei et al. (2022) Chain-of-Thought Prompting Elicits Reasoning in Large Language Models

September 24 2024Anna Rogers 47

https://proceedings.neurips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html


CoT examples

Wei et al. (2022) Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html


How well does it work?

5 mathematical, 5 commonsense and
2 toy 'logical' tasks
selection of models or benchmarks is
not described
CoT mostly works better than
standard prompting
claims of 'emergence' (to be
discussed later)

Wei et al. (2022) Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html


example browsing:

The key feature of the OpenAI 'strawberry' models

https://openai.com/index/learning-to-reason-with-llms/

We believe that using a chain of thought offers
significant advances for safety and alignment
because... it enables us to observe the model
thinking in a legible way
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https://openai.com/index/learning-to-reason-with-llms/


on average both models have an accuracy boost with CoT
(+2.5% for GPT-3.5, +6.1% for Claude 1.0), though on
some tasks CoT makes results worse
few-shot CoT decreases sensitivity to bias, but effect
varies a lot by bias and model
zero-shot CoT hurts in biased scenarios (-16.2% for
GPT-3.5, -2.6% for Claude 1.0).

Does CoT help with prediction accuracy?

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought
Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


Are CoT 'explanations' faithful?

Though the models don't 'repeat' the bias, they are still steered by it
and make mistakes they wouldn't make otherwise!

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought
Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


Are CoT 'explanations' faithful?

Turpin et al. (2024) Language Models Don't Always Say What They Think: Unfaithful Explanations in Chain-of-Thought
Prompting
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/ed3fea9033a80fea1376299fa7863f4a-Abstract-Conference.html


CoT can be a
jailbreak!

Shaikh et al. (2023) On Second Thought, Let's Not Think Step by Step! Bias and Toxicity in Zero-Shot Reasoning
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https://aclanthology.org/2023.acl-long.244


Is CoT a solution for LLM factuality?
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LLMS AND THE INFORMATION
ECOSPHERE
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Pollution of the information ecosphere

AI Spam Is Already Starting to Ruin the Internet
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https://www.businessinsider.com/ai-spam-google-ruin-internet-search-scams-chatgpt-2024-1?op=1&r=US&IR=T


AI spam is everywhere: fake reviews

AI Spam Is Already Flooding the Internet and It Has an Obvious Tell
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https://www.vice.com/en/article/5d9bvn/ai-spam-is-already-flooding-the-internet-and-it-has-an-obvious-tell


AI spam is everywhere: bot town

‘As an AI language model’: the phrase that shows how AI is polluting the web - The Verge
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https://www.theverge.com/2023/4/25/23697218/ai-generated-spam-fake-user-reviews-as-an-ai-language-model


AI spam is everywhere: 'obituary pirates'

Image: 
. See also: 

Fake obituary scams: AI-generated death announcements are popping up for people who are very much alive |
CNN He Died in a Tragic Accident. Why Did the Internet Say He Was Murdered? - The New York Times
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https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://edition.cnn.com/2024/03/19/us/fake-obituary-scams-ai-cec/index.html
https://www.nytimes.com/2024/01/25/nyregion/obituary-pirates-matteo-sachman.html


AI spam is everywhere: "spun content"

Spin Rewriter AI - Article Rewriter Loved by 181,394 Users
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https://www.spinrewriter.com/


AI spam is everywhere: "SEO heist"

twitter.com/jakezward/status/1728032639402037610?s=20
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https://x.com/jakezward/status/1728032639402037610?s=20


AI spam is everywhere: fake books

Melanie Mitchell on Twitter
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https://x.com/MelMitchell1/status/1742936379796193612?s=20


Even established sites might have some 'AI' content!

CNET Has Been Quietly Publishing AI-Written Stories for Months
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https://gizmodo.com/cnet-chatgpt-ai-articles-publish-for-months-1849976921


AI spam is everywhere: fake news sites

World Today News - www.world-today-news.com/
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https://www.world-today-news.com/


NewsGuard 'AI tracker'

Tracking AI-enabled Misinformation: NewsGuard, March 19 2024
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https://www.newsguardtech.com/special-reports/ai-tracking-center/


NewsGuard tracker methodology

Tracking AI-enabled Misinformation: NewsGuard, March 19 2024
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https://www.newsguardtech.com/special-reports/ai-tracking-center/


Case study on Italian: low entry barriers!

an older, mostly-English Llama base LLM (7B and 65B
versions)

only 40K Italian news texts for fine-tuning
public guides and training scripts (e.g. HF autotrain)

about $100 on AWS servers to replicate a fine-tuning
session

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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(rating on 5-point scale)

Case study on Italian: human rating task

Text B follows text A, do you think text B is written
by a machine?”

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Case study on Italian: human detection of synthetic news

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Methods based on token probabilities

Mitchell et al. (2023). DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature
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https://proceedings.mlr.press/v202/mitchell23a.html


Methods based on token probabilities > humans

... but are impractical in the real world

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Automated detection misses a clear signal!

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Supervised detection

OpenAI blog. New AI classifier for indicating AI-written text
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https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text


Supervised detection

GPTZero | The Trusted AI Detector for ChatGPT, GPT-4, & More
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https://gptzero.me/


Supervised detection

OpenAI blog. New AI classifier for indicating AI-written text
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https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text


, linked from Barsee 🐶 on X: "GPTZero, An AI Detector, thinks the US Constitution was written by AI. Heinzman (2023)
OpenAI Shuts Down Its AI-Detection Tool Due to "Low Accuracy"
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https://x.com/heyBarsee/status/1631920236046827520?s=20
https://www.howtogeek.com/159210/openai-shuts-down-its-ai-detection-tool-due-to-low-accuracy/
https://www.howtogeek.com/159210/openai-shuts-down-its-ai-detection-tool-due-to-low-accuracy/


Supervised detection doesn't work so well

AI Detection Tools Falsely Accuse International Students of Cheating – The Markup
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https://themarkup.org/machine-learning/2023/08/14/ai-detection-tools-falsely-accuse-international-students-of-cheating


Complex distributions are harder!
for most settings
need at least 4K
samples

if the negative
samples (human
text) comes from 2
datasets, the
classification
becomes more
difficult in most
settings

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Can we use a token likelihoods from a proxy model?

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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What about watermarking?

vocabulary is
partitioned into
"green" and "red"
list using a hash
function
the generation is
restricted to
"green" list

Kirchenbauer et al. (2023) A Watermark for Large Language Models
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https://openreview.net/forum?id=aX8ig9X2a7


What about watermarking?

Kirchenbauer et al. (2023) [On the Reliability of Watermarks for Large Language Models](http://arxiv.org/abs/2306.04634
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http://arxiv.org/abs/2306.04634


What about watermarking 'in the wild'?

most watermarking techniques can be easily removed by
the spammer
plenty of LLMs already available without any built-in
watermarking

Puccetti et al. (2024) AI 'News' Content Farms Are Easy to Make and Hard to Detect: A Case Study in Italian. Under review
at ACL 2024.
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Will Google manage to filter out the AI spam?

Google Search: New updates to address spam and low-quality results
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https://blog.google/products/search/google-search-update-march-2024/


The future of our information ecosphere
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