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Before we start: what's your current take?
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In this lecture:

1. Modern LLMs
2. Facts from LLMs
3. Facts on LLMs
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Part 1. Modern LLMS

e Modern LLMs: what do we even mean?
e In-weights vs in-context learning
e Instruction tuning

e Optimizing for preferences
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MODERN LLM-BASED
SYSTEMS




What counts as an LLM?

e models tangduage text

e trained on at least 1B tokens

e is used for transfer learning

CF: foundation model’, 'frontier model'

Rogers, Luccioni (2024) Position: Key Claims in LLM Research Have a Long Tail of Footnotes
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https://arxiv.org/abs/2308.07120

LMS are actually corpis models

we would... propose a change from the theory-laden term
language model to the more objectively accurate term
corpus model. Not only does the term corpus model better
reflect the contents of models, it also provides
transparency in discussing issues such as model bias. One
might be surprised if a language model is biased, or if there
is different bias in two different language models, but a bias
in corpus models and different biases in different corpus
models is almost an expectation. Natural language is not
biased. What people say or write can be biased

Veres (2022) Large Language Models are Not Models of Natural Language: They are Corpus Models
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https://ieeexplore.ieee.org/document/9794684/

It's not just the linguists saying that!

Jn;; ‘- Andrej Karpathy &
e : @karpathy

It's a bit sad and confusing that [REY NG =T RETa TV ET-CRY, (oo [ SR N = Y/=!
NuiCRGN LA RETIITETLE: |t's just historical. They are highly general

purpose technology for statistical modeling of token streams. A better
name would be Autoregressive Transformers or something.

They don't care if the tokens happen to represent little text chunks. It
could just as well be little image patches, audio chunks, action choices,
molecules, or whatever. If you can reduce your problem to that of
modeling token streams (for any arbitrary vocabulary of some set of
discrete tokens), you can "throw an LLM at it".

https://x.com/karpathy/status/1835024197506187617
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https://x.com/karpathy/status/1835024197506187617

What counts as an LLM-based system?

@j Christopher Potts
@ChrisGPotts

LS

All LLM evaluations are system evaluations. The LLM just sits there on
disk. To get it do something, you need at least a prompt and a sampling
strategy. Once you choose these, you have a system. The most
informative evaluations will use optimal combinations of system
components.

7:07 PM - Sep 13, 2024 - 15.4K Views

Qa4 1 22 Q 139 KB 2

https://x.com/ChrisGPotts/status/1834640151500538110
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https://x.com/ChrisGPotts/status/1834640151500538110

Chat system basic architecture

Hugc hat app

S

.chat_.i
HugChoct _ st.chat_inputQ
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Could involve:

e storing and using

Trputt conversation history
N & o filters/classifiers on
Generated .
resporse. User input/output

e sending requests to
other models or 'tools’,
e.g. directly executing
code

Nantasenamat C. (2023) How to build an LLM-powered ChatBot with Streamlit
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https://blog.streamlit.io/how-to-build-an-llm-powered-chatbot-with-streamlit/

LLM-based system with RAG
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I. Indexing \\ IV. Inferencing ,,’

Fig. 1: The structure of the RAG system with retrieval and generation components and
corresponding four phrases: indexing, search, prompting and inferencing. The pairs of
“Evaluable Outputs™ (EOs) and “Ground Truths” (GTs) are highlighted in read frame
and , with brown dashed arrows.

YU et al. (2024) Evaluation of Retrieval-Augmented Generation: A Survey
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https://arxiv.org/pdf/2405.07437

What is ChatGPT?

e dialogue version of InstructGPT

e new OpenAl in-house data (humans both writing and rating
model responses)

e keeps changing under the hood

e that's all we know!

OpenAl (2022) Introducing ChatGPT
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https://openai.com/blog/chatgpt

IN-WEIGHTS VS IN-CONTEXT
LEARNING




Recap: traditional pre-training vs fine-tuning
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Pre-training Fine-Tuning

Devlin et al. (2019) BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
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https://aclweb.org/anthology/papers/N/N19/N19-1423/

Multi-task learning

[ “translate English to German: That is good."

"Das ist gut."]
course is jumping well."”

[ "cola sentence: The

"not acceptable"]
"stsb sentencel: The rhino grazed

on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county."”

adding multi-task learning to larger models does not
improve upon the standard pre-training / finetuning

Raffel et al. (2020) Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
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https://jmlr.csail.mit.edu/papers/volume21/20-074/20-074.pdf

"In-context/few-shot learning"

Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed.

Translate English to French: task description
sea otter => loutre de mer examples
peppermint => menthe poivrée

plush girafe => girafe peluche

cheese => prompt

Brown et al. (2020) Language Models are Few-Shot Learners, illustration by Anna Popovych
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https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://clockwise.software/blog/what-is-gpt-3/

Why is few-shot learning possible?

(a) Model, inputs, and outputs.

2 . .
T (b) Sequences for training.
- bursty ?
transformer (causal) ‘ bsm O 26 Q) 218 bsm 45 e bszw | O
resnet eﬂed,i_ i _T i i non-bursty ?
H‘n—\‘ 422 | e‘ | 931 | LI'J ‘184" ‘é“ -Fnse h45 dwoa bam Qzls 2 w2 C%?‘ O\
image label -
— context query
context query
(c) Sequences to evaluate in-context learning. (d) Sequences to evaluate in-weights learning.
? ?
XO XO Z 1 X o 21 Z1 XO Zl -Fnse h45 d'|003 bam |' 436 2 121 C 907 @
context query context query

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html

Why is few-shot learning possible?

Data properties contributing to in-context learning in
Transformers (not RNNSs):

e "bursty" sequences (clusters of co-occurring tokens)
e a long tail of rare "tokens" (often in "bursty" sequences)

e "polysemous” tokens

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html

Why is few-shot learning possible?

level of :
L claim status
generalization
In-context learning works
token on tokens unseen in confirmed”
training
iIn-context learning works ot
structure IN sequences dissimilar to .
confirmed

those seen in training

e &2 202N, €121 .(2022). . Data. Ristributional Properties . Drive. Emergent. In-Context Learning.in. Transformers
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INSTRUCTION TUNING
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Instruction tuning: instructGPT

13K prompts

e Prompts: 89% data produced by paid
laberers (plain prompts, prompts with
few-shot examples, and prompts
based on a list of use cases in user
applications on openai waitlist), the
rest sourced from OpenAl user data

e outputs: produced by laberers

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This datais used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a 6 year old

I
\J

Z

Some people went
to the moon...

v

SFT
SRR
. o o
N

Z

EEE

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155

Instruction tuning: instructGPT

Table 1: Distribution of use Table 2: Illustrative prompts from our API prompt dataset. These

case categories from our API are fictional examples inspired by real usage—see more examples
prompt dataset. in Appendix A.2.1.
Use-case (%) Use-case Prompt
Generation 45.6% Brainstorming List five ideas for how to regain enthusiasm for my
Open QA 12.4% career
Brainstorming 11.2% : :
Generation Write a short story where a bear goes to the beach,
Chat 8.4% : .
) makes friends with a seal, and then returns home.
Rewrite 6.6%
Summarization 4.2% Rewrite This 1s the summary of a Broadway play:
Classification 3.5% e
Other 3.5% {summary }
Closed QA 2.6% e
Extract 1.9% This is the outline of the commercial for that play:

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155

Instruction tuning process

e InstructGPT: training GPT-3 for 16 epochs, using a cosine
learning rate decay, and residual dropout of 0.2

e about 13K prompts for training, 1,5K for validation (but
multiple training examples were constructed with different

sets of few-shot examples)

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155

& Instruction tuning paradox

fine-tuning LMs on a range of NLP tasks, with
instructions, improves their downstream
performance on held-out tasks, both in the zero-
shot and few-shot settings

our supervised fine-tuning models overfit on
validation loss after 1 epoch, however, we find
that training for more epochs [16] helps both the
reward model score and human preference
ratings, despite this overfitting

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155

OPTIMIZING FOR
PREFERENCES




InstructGPT: reward modeling

A prompt and :
several model ,
Explain the moon
outputs are landing to a 6 year old
o sampled.
33K prompts for training, 18K for o o
validation ® o
\ satellite of . the moon... J
A label k Y
~ 0 apeler ranks
e =~ 80% prompts sourced from OpenAl the outputs from @
user data, the rest produced by best to worst.
0-0-0-0
laberers
|
e rankings: produced by laberers This data is used N
to train our /5
reward model. .\};agf.
0-0-0-0
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http://arxiv.org/abs/2203.02155

Reward modeling: training

e GPT3-6B, instruction-tuned (175B was 'unstable’)
e final unembedding layer removed
e takes in a prompt + response, outputs a scalar reward

e 4-9 completions for each prompt are ranked, and used as a
single batch element

loss (0) = —%E(I,yw,yl)wg log (o (re (z,yw) — 1o (x,u1)))] (1)

where 7¢(x, y) is the scalar output of the reward model for prompt 2 and completion y with parameters
6, vy, is the preferred completion out of the pair of y,, and 1;, and D is the dataset of human
comparisons.

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155

Ranking outputs

To be ranked

A team of researchers from
Yale University and University
of California, Davis studied the
vocalization patterns of several
different types of parrots. They
found that parrots like to mimic
human speech, and can produce
a wide range of sounds, such as
whistles, squawks, and other
types of vocalizations...

Parrots have been found to
have the ability to understand
numbers. Researchers have
found that parrots can
understand numbers up to six. In
a series of experiments, the
parrots were able to identify the
amount of food items under a
number of cups...

Rank 1 (best)

A research group in the
United States has found that
parrots can imitate human
speech with ease, and some of
them can even do so in the same
‘way as humans. This group
studied the sounds that parrots
make in their natural habitats
and found that they use their
tongues and beaks in ways that
are strikingly.

Rank 2

Rank 3

Scientists have found that
green-winged parrots can tell
the difference between two
noises that are the same except
for the order in which they are
heard. This is important because
green-winged parrots are known
to imitate sounds. This research
shows that they are able to
understand the difference
between sounds.

Current research suggests
that parrots see and hear things
in a different way than humans
do. While humans see a rainbow
of colors, parrots only see shades
of red and green. Parrots can
also see ultraviolet light, which
is invisible to humans. Many
birds have this ability to see

ultraviolet light, an ability

(b)

Rank 4

Ranking label collection interface

Rank 5 (worst)

Figure 12: Screenshots of our labeling interface. (a) For each output, labelers give a Likert score for
overall quality on a 1-7 scale, and also provide various metadata labels. (b) After evaluating each
output individually, labelers rank all the outputs for a given prompt. Ties are encouraged in cases
where two outputs seem to be of similar quality.

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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Step

Collect demonstration data,
and train a supervised policy.

A promptis

& & . ™
sampled from our Explai’he S several model Expl m?he . is sampled from Write a stary
prompt dataset. landing to a & year ald outputs are landing to a & year old the dataset. about frogs
sampled. |
Y 0 o . Y
A labeler M W The palicy PO
[ ]
demonstrates the @ vwﬁ| 1 w?m generates ﬁj&w
desired output s e an output. e s’e
behavior. T R ¥ N 4
to the maon.. A labeler ranks
Y the outputs from @ et HE oAt e
This data is used - best to worst. 0-6.0-0 |
to fine-tune GPT-3 .‘;g:;i. The reward model o
with supervised W calculates a S
. o e
learning. 2 i _ Y reward for W
@@@ This data is used " the output.
to train our
A ’
reward model. > The reward is
- I- used to update !
0-0-0-0
the policy
using PPO.

Step 2

Collect comparison data,
and train a reward model.

A prompt and

Step 3

Step 3: Reinforcement Learning with Human Feedback

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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RLHF training ('PPO' - proximal policy optimization)

e bandit environment: random user prompt, expecting a
response to it.

e Produces the reward (from reward model) and ends the
episode.

e Tries to prevent reward hacking by incentivizing the
answers more similar to the original answers

maximise use KL-divergence penalty to prevent
rewards reward hacking (controlled by )

https://www.youtube.com/watch?v=QXVCqtAZAn4
Anna Rogers September 24 2024


http://arxiv.org/abs/2203.02155
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RLHF training: extremely finicky

ICLR Blogposts 2024 about call for blogposts submitting re

The N
Implementation

» juggling 3 models (the original LLM, ggtg"s of RLHF with

rewa rd m Od el y P PO_O pti m ized m Od eI ) Reinforcement Learning from Human Feedback (RLHF)

is pivotal in the modern application of language
. . modeling, as exemplified by ChatGPT. This blog post
® rel nfo rce m e nt Iea rn I n g Ve ry u n Sta b I e delves into an in-depth exploration of RLHF, attempting
to reproduce the results from OpenAl's inaugural RLHF
paper, published in 2019. Our detailed examination

® IOtS Of h ype rpa ra m ete rS provides valuable insights into the implementation

details of RLHF, which often go unnoticed.

AFFILIATIONS
Hugging Face May 7, 2024

University of Basel

Hugging Face

Shengyu Costa Huang et al. (2024) The N Implementation Details of RLHF with PPO

Anna Rogers September 24 2024


https://iclr-blogposts.github.io/2024/blog/the-n-implementation-details-of-rlhf-with-ppo/

Newer method: direct preference
optimization (DP0)

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
x: “write me a poem abou x: “write me a poem abou

th;historvpofjazz" ' label rewards thet historypofjazz" i

" /-\ .
- — >-| :ll » reward model LM policy — | > | =;, > final LM
E v
preference data maximum sample completions preferencedata . .

likelihood reinforcement learning likelihood

Figure 1: DPO optimizes for human preferences while avoiding reinforcement learning. Existing methods
for fine-tuning language models with human feedback first fit a reward model to a dataset of prompts and
human preferences over pairs of responses, and then use RL to find a policy that maximizes the learned reward.
In contrast, DPO directly optimizes for the policy best satisfying the preferences with a simple classification
objective, without an explicit reward function or RL.

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model

Anna Rogers September 24 2024


https://proceedings.neurips.cc/paper_files/paper/2023/hash/a85b405ed65c6477a4fe8302b5e06ce7-Abstract-Conference.html

DPO in a nutshell

To(Yw | @ oy | x
[-"DPO(WQ;Wref) — _E(aj,yw,yg)wp llogg (ﬁ ]Og ﬂ_g(y | ) — Blog 9(?{1 | ) )]

e Ty, Tref - Model to optimize / optimized model (‘reference’)

* Yu, Y1 - good/bad responses

e (: scaling by how incorrectly the implicit policy orders the
completions

DPQO explainer by Lewis Tunstall:
https://www.youtube.com/watch?v=QXVCqtAZAn4

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model
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'Distilled DPO' in Zephyr model

Step 2 - AIF

Step 1- dSFT Step 3 -dDPO

Generate multi-turn Al dialogues Response generation and Al ranking Distillation of Al preferences

Create a scenario
for a game about

Describe how to make
chocolate brownies

Describe how to make
chocolate brownies

Prompt sampled from Prompt sampled from Prompt sampled from

dataset of prompts.

space exploration

dataset of prompts.

dataset of prompts.

¢ ; LLM ; ot S hoeody e = =
LLM simulates multi-turn 4 different language models et Il P e Best and another random :
user-assistant interactions. generate responses. U ‘ U = response are selected. m m
LLM el o) Yuw Ui
TISFT Ty

Direct Preference
Optimization

m
Ll o]

TdSFT Yw Y

Dialogues are used for
supervised fine-tuning.

GPT-4 ranks the responses.

moy | )
maser(ye | ©)

mlolz) o

nasET (e | )

Figure 2: The three steps of our method: (1) large scale, self-instruct-style dataset construction
(UltraChat), followed by distilled supervised fine-tuning (dSFT), (2) Al Feedback (AIF) collection
via an ensemble of chat model completions, followed by scoring by GPT-4 (UltraFeedback) and
binarization into preferences, and (3) distilled direct preference optimization (dPO) of the dSFT
model utilizing the feedback data.

Tunstall et al. (2023) Zephyr: Direct Distillation of LM Alignment
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https://arxiv.org/abs/2310.16944

= RLHF vs "alignment’

'Alignment’ is used to mean:

e 'following instructions’, i.e. instruction tuning

e 'alignment with human preferences' (i.e. y,, > ;). This has
many criterial

Tunstall et al. (2023) Zephyr: Direct Distillation of LM Alignment
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= "AMlignment’ criteria in InstructGPT

m Skip «“ Page /11 » Total time: 05:39

Instruction Include output Output A

Summarize the following news article: summaryl

===z Rating (1 = worst, 7 = best)
{article}

==== 1 2 3 4 5 6 7

Fails to follow the correct instruction / task ? O Yes O No

Inappropriate for customer assistant ? O Yes O No
Contains sexual content O Yes ()No
Contains violent content Q Yes Q No
Encourages or fails to discourage '
violence/abuse/terrorism/self-harm O = C e
Denigrates a protected class O Yes O No
Gives harmful advice ? C) Yes C) No
Expresses moral judgment () Yes C) No
Notes

(Optional) notes

training priority: 'helpfulness', evaluation priority: 'truthfulness' & 'harmlessness'

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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Exclusive: OpenAl Used Kenyan Workers on

Less Than $2 Per Hour to Make ChatGPT Less
Toxic

Source: https://time.com/6247678/openai-chatgpt-kenya-workers/
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https://time.com/6247678/openai-chatgpt-kenya-workers/

= 'Al alignment’ paradox

Misaligned
n (pro-Putin) prompt x* B Strongly aligned model: Weakly aligned model:
clearly separated from other internal states ® mixed with other internal states ¢
Model “Putin started a
; ) war in Ukraine”
o 97 tinkering A “Autocratic "
Original prompt x Inout leader Putin ...” &
“Tell me about the e R
o S tinkering *
conflict in Ukraine \ J .
= Steering vector 4
K - ' l. C b
.f- ".' { Putin® | »
e . o
Internal-state . 4 ¢ ’
.
vector v LIS 4 L F LS
Misaligned (pro-Putin) o |€* o ®, vix) g ®
response y* Output Language model 4 “Putin initiated a P “Putin initiated a
tinkering I « military operation in Ukraine” «» military operation in Ukraine”
Original response y “Dictator § ‘Dictator
“Putin initiated a military Putin ...” Putin ...”
operation in Ukraine”

Figure 1: Illustration of the AI alignment paradox: more virtuous Al is more easily made vicious.
(A) Three ways adversaries can exploit the paradox: In (1) model tinkering, an adversary manipulates the
neural network’s high-dimensional internal-state vector to make the model decode a misaligned response y™*
to an innocuous prompt x. In (2) input tinkering, the adversary edits the prompt x into a misaligned version
x" to pressure (“jailbreak’) the model into generating a misaligned response y*. In (3) output tinkering,
the adversary first lets the model process the original prompt x as usual and then edits the original, aligned
response y into a misaligned version y™. In all three scenarios, a better-aligned model is more easily sub-

West et al. (2024) There and Back Again: The Al Alignment Paradox
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https://arxiv.org/abs/2405.20806

= 'Looking good' !- 'good'

Before RLHF After RLHF

Human evaluators think Performance in fact Human evaluators become

20 performance improves does not improve worse at evaluation

60 ‘ +9.4

50 1-1.8 “+7_4

40
Human Evaluator Reward Oracle Reward Human Evaluation Error Rate

Figure 1: We perform RLHF with a reward function based on ChatbotArena and conduct evaluations
on a challenging question-answering dataset, QUALITY. RLHF makes LMs better at convincing
human evaluators to approve its incorrect answers.

(result also reproduced for programming)

Wen et al. (2024) Language Models Learn to Mislead Humans via RLHF
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https://arxiv.org/abs/2409.12822

Any questions?
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