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Before we start: what's your current take?
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1. Modern LLMs
2. Facts from LLMs

3. Facts on LLMs

In this lecture:
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Modern LLMs: what do we even mean?

In-weights vs in-context learning
Instruction tuning

Optimizing for preferences

Part 1. Modern LLMs
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MODERN LLM-BASED
SYSTEMS
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What counts as an LLM?

 models language text

 trained on at least 1B tokens
 is used for transfer learning

CF: 'foundation model', 'frontier model'

Rogers, Luccioni (2024) Position: Key Claims in LLM Research Have a Long Tail of Footnotes
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https://arxiv.org/abs/2308.07120


LMs are actually corpus models
we would... propose a change from the theory-laden term
language model to the more objectively accurate term
corpus model. Not only does the term corpus model better
reflect the contents of models, it also provides
transparency in discussing issues such as model bias. One
might be surprised if a language model is biased, or if there
is different bias in two different language models, but a bias
in corpus models and different biases in different corpus
models is almost an expectation. Natural language is not
biased. What people say or write can be biased

Veres (2022) Large Language Models are Not Models of Natural Language: They are Corpus Models
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https://ieeexplore.ieee.org/document/9794684/


It's not just the linguists saying that!

https://x.com/karpathy/status/1835024197506187617
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https://x.com/karpathy/status/1835024197506187617


What counts as an LLM-based system?

https://x.com/ChrisGPotts/status/1834640151500538110
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https://x.com/ChrisGPotts/status/1834640151500538110


Chat system basic architecture
Could involve:

storing and using
conversation history
filters/classifiers on
input/output

sending requests to
other models or 'tools',
e.g. directly executing
code

Nantasenamat C. (2023) How to build an LLM-powered ChatBot with Streamlit
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https://blog.streamlit.io/how-to-build-an-llm-powered-chatbot-with-streamlit/


LLM-based system with RAG

YU et al. (2024) Evaluation of Retrieval-Augmented Generation: A Survey
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https://arxiv.org/pdf/2405.07437


What is ChatGPT?

dialogue version of InstructGPT

new OpenAI in-house data (humans both writing and rating
model responses)

keeps changing under the hood
that's all we know!

OpenAI (2022) Introducing ChatGPT
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https://openai.com/blog/chatgpt


IN-WEIGHTS VS IN-CONTEXT
LEARNING
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Recap: traditional pre-training vs fine-tuning

Devlin et al. (2019) BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
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https://aclweb.org/anthology/papers/N/N19/N19-1423/


Multi-task learning

❗adding multi-task learning to larger models does not
improve upon the standard pre-training / finetuning

Raffel et al. (2020) Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
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https://jmlr.csail.mit.edu/papers/volume21/20-074/20-074.pdf


"In-context/few-shot learning"

Brown et al. (2020) , illustration by Language Models are Few-Shot Learners Anna Popovych
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https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://clockwise.software/blog/what-is-gpt-3/


Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


Data properties contributing to in-context learning in
Transformers (not RNNs):

"bursty" sequences (clusters of co-occurring tokens)

a long tail of rare "tokens" (often in "bursty" sequences)
"polysemous" tokens

Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


level of
generalization claim status

token
in-context learning works
on tokens unseen in
training

confirmed*

structure
in-context learning works
in sequences dissimilar to
those seen in training

not
confirmed

Why is few-shot learning possible?

Chan et al. (2022) Data Distributional Properties Drive Emergent In-Context Learning in Transformers
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https://proceedings.neurips.cc/paper_files/paper/2022/hash/77c6ccacfd9962e2307fc64680fc5ace-Abstract-Conference.html


INSTRUCTION TUNING
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Instruction tuning: instructGPT

13K prompts

Prompts: 89% data produced by paid
laberers (plain prompts, prompts with
few-shot examples, and prompts
based on a list of use cases in user
applications on openai waitlist), the
rest sourced from OpenAI user data
outputs: produced by laberers

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Instruction tuning: instructGPT

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


InstructGPT: training GPT-3 for 16 epochs, using a cosine
learning rate decay, and residual dropout of 0.2
about 13K prompts for training, 1,5K for validation (but
multiple training examples were constructed with different
sets of few-shot examples)

Instruction tuning process

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


🤔 Instruction tuning paradox
fine-tuning LMs on a range of NLP tasks, with
instructions, improves their downstream
performance on held-out tasks, both in the zero-
shot and few-shot settings

our supervised fine-tuning models overfit on
validation loss after 1 epoch; however, we find
that training for more epochs [16] helps both the
reward model score and human preference
ratings, despite this overfitting

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


OPTIMIZING FOR
PREFERENCES
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InstructGPT: reward modeling

33K prompts for training, 18K for
validation

 80% prompts sourced from OpenAI
user data, the rest produced by
laberers

rankings: produced by laberers

≈

Ouyang et al. (2022) Training language models to follow instructions with human feedback

September 24 2024Anna Rogers 27

http://arxiv.org/abs/2203.02155


GPT3-6B, instruction-tuned (175B was 'unstable')
final unembedding layer removed

takes in a prompt + response, outputs a scalar reward
4-9 completions for each prompt are ranked, and used as a
single batch element

Reward modeling: training

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Ranking label collection interface

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


Step 3: Reinforcement Learning with Human Feedback

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


bandit environment: random user prompt, expecting a
response to it.
Produces the reward (from reward model) and ends the
episode.
Tries to prevent reward hacking by incentivizing the
answers more similar to the original answers

RLHF training ('PPO' - proximal policy optimization)

Ouyang et al. (2022) . Slide credit: Lewis Tunstall,Training language models to follow instructions with human feedback
https://www.youtube.com/watch?v=QXVCqtAZAn4
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http://arxiv.org/abs/2203.02155
https://www.youtube.com/watch?v=QXVCqtAZAn4


RLHF training: extremely finicky

juggling 3 models (the original LLM,
reward model, PPO-optimized model)

reinforcement learning very unstable
lots of hyperparameters

Shengyu Costa Huang et al. (2024) The N Implementation Details of RLHF with PPO
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https://iclr-blogposts.github.io/2024/blog/the-n-implementation-details-of-rlhf-with-ppo/


Newer method: direct preference
optimization (DPO)

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model
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https://proceedings.neurips.cc/paper_files/paper/2023/hash/a85b405ed65c6477a4fe8302b5e06ce7-Abstract-Conference.html


,  - model to optimize / optimized model ('reference')

,  - good/bad responses

: scaling by how incorrectly the implicit policy orders the
completions

DPO explainer by Lewis Tunstall:

DPO in a nutshell

πθ πref

yw yl

β

https://www.youtube.com/watch?v=QXVCqtAZAn4

Rafailov et al. (2023) Direct Preference Optimization: Your Language Model is Secretly a Reward Model
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https://www.youtube.com/watch?v=QXVCqtAZAn4
https://proceedings.neurips.cc/paper_files/paper/2023/hash/a85b405ed65c6477a4fe8302b5e06ce7-Abstract-Conference.html


'Distilled DPO' in Zephyr model

Tunstall et al. (2023) Zephyr: Direct Distillation of LM Alignment
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https://arxiv.org/abs/2310.16944


'Alignment' is used to mean:

'following instructions', i.e. instruction tuning

'alignment with human preferences' (i.e.  > ). This has
many criteria!

🤔 RLHF vs 'alignment'

yw yl

Tunstall et al. (2023) Zephyr: Direct Distillation of LM Alignment
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https://arxiv.org/abs/2310.16944


training priority: 'helpfulness', evaluation priority: 'truthfulness' & 'harmlessness'

🤔 'Alignment' criteria in InstructGPT

Ouyang et al. (2022) Training language models to follow instructions with human feedback
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http://arxiv.org/abs/2203.02155


🤔 Alignment with who?

Source: https://time.com/6247678/openai-chatgpt-kenya-workers/
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https://time.com/6247678/openai-chatgpt-kenya-workers/


🤔 'AI alignment' paradox

West et al. (2024) There and Back Again: The AI Alignment Paradox
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https://arxiv.org/abs/2405.20806


(result also reproduced for programming)

🤔 'Looking good' != 'good'

Wen et al. (2024) Language Models Learn to Mislead Humans via RLHF
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https://arxiv.org/abs/2409.12822


Any questions?
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