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Introduction & background
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Unstructured Clinical Data:
• Images
• Natural language texts (EHRs)

80%

20%

Around 80% of 
health data “locked” 
in unstructured text

Structured Clinical data:
• Clinical coding (ICD10)
• Lab tests/results
• Genomic/sequencing data
• Basic sociodemographic 

patient characteristics

Unstructured text: 
Clinical narrative

Information source for:
o Clinical decision support
o Patient stratification & selection
o Disease/adverse drug event surveillance
o Health management
o Predictive/modelling
o Many others,...

Example - Galician health system:
• 200.000 clinical notes per day 

(population 2,7 million)
Transforming clinical text written by 
healthcare professionals into 
structured clinical data 
representations 

Most of published studies 
that use EHR data still use 
ONLY structured data
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Diversity of health textual data content

Clinical text Clinical 
Trials Patents Literature Social 

media, blogs

DATA

Data sources include:
ü Scientific/biomedical literature
ü Clinical records
ü Clinical trials
ü Health web content
ü Social media
ü Patient forum
ü Patents
ü Thesis & books
ü Drug leaflets
ü Medical surveys & questionnaires,…. 

NLP of diverse sources of data could 
provide a more  comprehensive view of 
patient/population health
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§ Language used to communicate & document results of observations & assessments 
during the care episode

§ Difficulties & issues:
o Proliferation of synonymy & polysemy

o Use of neologisms
o Telegraphic language, abbreviations, acronyms & apocopes (derma instead of 

dermatology)
o Localisms & lexical language variants (nations, regions, areas,..)
o Errors: grammatical, typographical or style, lack/errors in accentuation/spelling/ 

punctuation marks, sentences without verbs, etc.
o Importance of: negation, speculation (e.g. does not show symptom)

High variability depending on document type & specialities: No out of the box ? 

NLP solution will ussually work well enough -> need adaptation/fine tuning ?

Challenges of clinical NLP approaches 
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Telegraphic language & abbreviations



Barriers for medical NLP (beyond English)

• Lack of access to shared data

• Lack of annotated datasets for training and 
benchmarking

• Insufficient common conventions and 
standards for annotations

• The formidability of reproducibility

• Limited collaboration

• Lack of user-centered development and 
scalability

• Shared tasks—a partial solution for 
progress 

• Thinking creatively to foster:
- Reproducibility of results
- Collaboration
- User-centered design
- Scalability and tackling real problems

Potential solutions
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Barries and solutions to promote clinical NLPO resource development

Shared tasks & evaluations

Legal aspects

Sustainability of resources

Interoperability



Health Language Models



Aims of medical Language Models

https://github.com/AI-in-Health/MedLLMsPracticalGuide

Reaching Human-Level 
Expertise (or even better, QA task)



Model size - Parameters

https://github.com/AI-in-Health/MedLLMsPracticalGuide

General domain pre-trained models applied directly to the biomedical 
domain leads to unsatisfactory performance due to domain shift



Medical Language Models: main aspects

https://github.com/AI-in-Health/MedLLMsPracticalGuideFrom: https://github.com/AI-in-Health/MedLLMsPracticalGuide
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Medical LMs: timeline & data sources

Med-PaLM 2

https://github.com/AI-in-Health/MedLLMsPracticalGuide

Zhou, Hongjian, et al. "A survey of large language models in medicine: Progress, 
application, and challenge." arXiv preprint arXiv:2311.05112 (2023)



Medical LMs: timeline & data sources

Pei, Qizhi, et al. "Leveraging Biomolecule and Natural 
Language through Multi-Modal Learning: A 
Survey." arXiv preprint arXiv:2403.01528 (2024).

Medical LMs beyond text



Pre-training from Scratch

https://github.com/AI-in-Health/MedLLMsPracticalGuide

• BiomedGPT: A generalist vision–language foundation model, SOTA in  16 out of 25 tasks  (Zhang et al. Nature 
Medicine, 2024)
• NYUTron Health system-scale language models are all-purpose prediction engines (Jiang et al. Nature, 2023)
• GatorTronGPT: A Study of Generative Large Language Model for Medical Research and Healthcare (Peng et al. Digital 
Medicine, 2023)
• MedCPT: Contrastive Pre-trained Transformers with Large-scale PubMed Search Logs for Zero-shot Biomedical 
Information Retrieva (Jin et al. Bioinformatics, 2023)
• BioGPT: Generative Pre-trained Transformer for Biomedical Text Generation and Mining (Luo et al. Bioinformatics, 
2022)
• DRAGON: Deep Bidirectional Language-Knowledge Graph Pretraining (Yasunaga et al. NeurIPS, 2022)
• BioLinkBERT/LinkBERT: Pretraining Language Models with Document Links (Yasunaga et al. ACL, 2022)
• GatorTron: A Large Language Model for Electronic Health Records (Yang et al. Digital Medicine, 2022)
• PubMedBERT: Domain-specific Language Model Pretraining for Biomedical Natural Language Processing (Gu et al. 
ACM HEALTH 2021)
• BioBERT: A Pre-trained Biomedical Language Representation Model for Biomedical Text Mining (Lee et al. 
Bioinformatics, 2020)
• SciBERT: A Pretrained Language Model for Scientific Text (Beltagy et al. ENNLP, 2019)
• ClinicalBERT: Publicly Available Clinical BERT Embeddings (Alsentzer et al. NAACL Workshop, 2019)
• BlueBERT: Transfer Learning in Biomedical Natural Language Processing: An Evaluation of BERT and ELMo on Ten 
Benchmarking Datasets (Peng et al. BioNLP Workshop, 2019)



BioMedGPT



NYUTron



OphGLM



GatorTronGPT



MedCPT: Zero-shot Biomedical IR Model



BioGPT

https://github.com/AI-in-Health/MedLLMsPracticalGuide



DRAGON

https://github.com/michiyasunaga/dragon



BioLinkBERT/LinkBERT

https://github.com/michiyasunaga/LinkBERT



GatorTron

https://www.nature.com/articles/s41746-022-00742-2



PubMedBERT



BioBERT

https://github.com/AI-in-Health/MedLLMsPracticalGuide



SciBERT

NLP tasks

https://github.com/allenai/scibert/

Background: based on a multilayer bidirectional 
Transformer (Vaswani et al., 2017). Trained on two 
tasks: predicting randomly masked tokens & predicting 
whether two sentences follow each other.
Architecture: follows the same architecture as BERT 
but is instead pretrained on scientific text
Vocabulary: BERT uses WordPiece (Wu et al., 2016) 
for unsupervised tokenization of the input text.
Corpus: Trained on a random sample of 1.14M papers 
from Semantic Scholar (Ammar et al., 2018). Corpus 
consists of 18% papers from computer science & 82% 
from broad biomedical domain



ClinicalBERT
Data:  clinical text from the approximately 2 
million notes in the MIMIC-III v1.4 database

Trained two varieties of BERT on MIMIC
notes: 
• Clinical BERT: used text from all note types, 

iinitialized from BERT-Base
• Discharge Summary BERT: used only 

discharge summaries to tailor the corpus to 
downstream tasks, initialized from BioBERT.

https://arxiv.org/pdf/1904.03323



BlueBERT



Fine Tuning General LLMs (Selected subset)

https://github.com/AI-in-Health/MedLLMsPracticalGuide

•Med-Gemini Capabilities of Gemini Models in Medicine (Saab et al, 2024.4)
• BioMistral A Collection of Open-Source Pretrained Large Language Models for Medical Domains
(Labrak et al. Arxiv, 2024.2)
• Taiyi: A Bilingual (English& Chinese) Fine-Tuned Large Language Model for Diverse Biomedical Tasks
(Luo et al. , 2023.11)
• AlpaCare: Instruction-tuned Large Language Models for Medical Application (Zhang et al. Arxiv, 
2023.10)
•MEDITRON-70B: Scaling Medical Pretraining for Large Language Models (Chen et al. Arxiv, 2023.10)
• BioMedGPT/OpenBioMed Open Multimodal Generative Pre-trained Transformer for BioMedicine
(Luo et al. Arxiv, 2023.8)
• ClinicalGPT: Large Language Models Finetuned with Diverse Medical Data and Comprehensive 
Evaluation. 2023 (Wang et al. Arxiv, 2023.6)
•MedPaLM 2: Towards expert-level medical question answering with large language models (Singhal et 
al. Arxiv, 2023.6)



MedGemini

Building on Gemini 1.0 and Gemini 1.5

Multimodal models specialized in medicine

Evaluate on 14 medical benchmarks 



BioMistral

• BioMistral, open-source LLM tailored for 
biomedical domain, utilizing Mistral as its 
foundation model

• Pre-trained on PubMed Central (full text)
• Evaluation on a benchmark comprising 10 

medical question-answering (QA) tasks in 
English

• For Multilingual generalization of medical 
LLMs they automatically translated & 
evaluated benchmarks into 7 languages

https://huggingface.co/BioMistral/BioMistral-7B



Taiyi

Qwen-7B as our pre-trained model 



AlpcaCARE

https://github.com/XZhang97666/AlpaCare

• Machine-generated medical instruction-fine tuning (IFT) dataset (MedInstruct-52k)
using GPT-4 and Chat-GPT with high-quality expert-curated seed set

• Then fine-tune LLaMA-series models on it to develop AlpaCare



MediTron-70B

• MEDITRON builds on Llama-2
• Pretraining on PubMed articles, abstracts, medical guidelines 
• Evaluations using four major medical benchmark



BioMedGPT



ClinicalGPT

• Medical datasets including cMedQA2 (chinese medical question-and-answer 
dataset), cMedQA-KG, MD-EHR, MEDQA-MCMLE, and MedDialog, for the 
training and evaluation

• BLOOM-7B as base model (open-source nature, multilingual support)



MedPalm-2

https://sites.research.google/med-palm/

• Medical LLM trained using as base model PaLM 2
• Applied instruction finetuning to the base LLM
• Datasets: MultiMedQA–namely MedQA, MedMCQA, HealthSearchQA, LiveQA and MedicationQA



Medical data sources for Language Models

• Scientific publication abstracts: PubMed (English), SCIELO (Spanish, Portuguese, 
English)
• Scientific publication full text papers: PubMed Central (and Semantic scholar)
• Clinical case reports from PMC Patient 
• Clinical practice guidelines (CPGs) found in PubMed and PubMed Central
• Clinical Records: mainly in house EHRs as well as accessible datasets like MIMIC-III/IV
• Medical dialogue datasets (e.g. Meddialog)
• Medical web content / crawler
• Health-related / medical Wikipedia content
• Clinical vocabularies and terminologies UMLS (for SapBERT)
• Biomedical Databases/knowledgebases





Zhang, Gongbo, et al. "Leveraging 
generative AI for clinical evidence 
synthesis needs to ensure 
trustworthiness." Journal of Biomedical 
Informatics (2024): 104640.
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Large corpora for Language Models: Spanish
Spanish Biomedical Crawled Corpus

Clinical cases of many specialities
Spanish scientific publications

Spanish clinical trials

745M tokens
102M tokens
100M tokens

4.1M tokens
Patents 135 M tokens

Biomedical MarIA

Spanish spoken by > 572 million people (with 477 
native speakers) and > 900 of romance languages 
worldwide

We need to go beyond English: all languages, 
and also multilingual resources!

https://huggingface.co/PlanTL-GOB-ES/bsc-bio-ehr-es



Clinical NLP components, use 
cases and applications

(beyond English)



https://github.com/AI-in-Health/MedLLMsPracticalGuide



Clinical NLP
tasks

Named Entity 
Recognition

Relation 
Extraction

Entity 
Normalization

Text 
Classification

Clinical text 
preprocessing

Language 
Detection

Sentence 
Segmentation Spell Checker Abbreviation 

Resolution
PoS Tagging 
and Parsing

Esto es un 
sin error 

para 
E tos ua r s

NP

VP

NP

sentenceIVI

Intravenous 
infusion

Others

Text 
Summarization

Machine 
Translation

Data 
Augmentation

Semantic Text 
Similarity

Question 
Answering



Data augmentation using Generative AI

Original case report in English

A 54-year-old male who had a medical history of membranous nephropathy II with nephrotic syndrome was administered 
with long-term oral glucocorticoids and immunosuppressants. The patient had a 20 pack-year history of smoking, and
denied a family history of hereditary diseases. Chest x-ray demonstrated normal findings at one month before 
admission. On August 8, 2016, the patient was hospitalized for fever accompanied by progressive dyspnea, cough, 
and expectoration for 5 days. On admission, the BMI of the patient was 24.5 kg/m2, and his body temperature was 
39.0°C. Furthermore, the patient had symptoms of tachypnea (35 bpm) and severe hypoxemia (SaO2 86%). On 
auscultation, the patient had good air entrance bilaterally with scattered diffuse crackles and rhonchi. 
Furthermore, the chest CT scan revealed multiple ground-glass opacities, and laboratory tests revealed normal 
white blood cell (WBC) count, but with elevated neutrophil count, C-reactive protein (CRP), erythrocyte 
sedimentation rate (ESR), and (1→3)-β-D-glucan. The patient was diagnosed as RSV infection on the fourth day of 
hospitalization when positive RSV-Ab was detected.

On admission, the patient was immediately given respiratory monitoring and supplemental oxygen to improve the low 
oxygen saturation, as well as antibiotics (moxifloxacin for 4 days, followed by cefminoxine for 8 days), and 
antifungal therapy (voriconazole for 10 days). The dose of the glucocorticoids and immunosuppressants remained 
largely unchanged. After 10 days of treatment, the patient's condition became worse. Chest CT revealed the 
progression of the disease, and oxygen partial pressure was further decreased. The patient was transferred to the 
Emergency Intensive Care Unit, where the patient was intensively treated, including noninvasive mechanical 
ventilation, broad-spectrum antibiotics (i.v. meropenem, oral moxifloxacin, and cotrimoxazole), antifungal therapy 
(micafungin), corticosteroids (methylprednisolone 40 mg bid iv) to relieve the inflammation, and other supportive 
treatment. Ganciclovir was also prescribed due to a possibility of viral infection, such as cytomegalovirus. Five 
days later, the patient's condition was further aggravated based on the chest x-ray evaluation. Despite receiving 
another round of treatments, including invasive ventilator-assisted ventilation therapy, methylprednisolone (80 mg 
bid), antibacterial agents (cefoperazone sulbactam, tigecycline, and cotrimoxazole) and antifungal (micafungin) 
therapy, the patient eventually died after 2 days.



Version of case report as Discharge Summary (1)
**Patient Name:** [Insert Patient Name] 
**Medical Record Number:** [Insert MRN] 
**Date of Admission:** August 8, 2016 
**Date of Discharge:** [Insert Date] 
**Attending Physician:** [Insert Physician Name]

**Final Diagnosis:** Respiratory syncytial virus (RSV) infection with progression to respiratory failure and 
subsequent death.

**History of Present Illness:**
A 54-year-old male with a known history of membranous nephropathy II associated with nephrotic syndrome, 
maintained on long-term oral glucocorticoids and immunosuppressants, was admitted with a 5-day history of fever, 
progressive dyspnea, cough, and expectoration. The patient had a 20 pack-year history of smoking and no 
significant family history of hereditary diseases. A chest x-ray one month prior to admission showed normal 
findings.

**Physical Examination on Admission:**
- **BMI:** 24.5 kg/m²
- **Temperature:** 39.0°C
- **Respiratory Rate:** 35 bpm (tachypnea)
- **Oxygen Saturation (SaO2):** 86% (severe hypoxemia)
- **Auscultation Findings:** Bilateral air entry with scattered diffuse crackles and rhonchi.

**Laboratory and Imaging Findings:**
- **Chest CT Scan:** Multiple ground-glass opacities.
- **Laboratory Tests:**
- Normal white blood cell (WBC) count.
- Elevated neutrophil count.
- Elevated C-reactive protein (CRP), erythrocyte sedimentation rate (ESR), and (1→3)-β-D-glucan.

- **RSV Diagnosis:** Positive RSV-Ab detected on the fourth day of hospitalization.



Spanish Version of case report as Discharge Summary (1)
**Nombre del Paciente:** [Insertar Nombre del Paciente] 
**Número de Historia Clínica:** [Insertar Número de Historia] 
**Fecha de Ingreso:** 8 de agosto de 2016 
**Fecha de Alta:** [Insertar Fecha] 
**Médico Tratante:** [Insertar Nombre del Médico] 

**Diagnóstico Final:** Infección por virus respiratorio sincitial (VRS) con progresión a insuficiencia
respiratoria y fallecimiento.

**Historia de la Enfermedad Actual:**
Paciente masculino de 54 años con antecedentes de nefropatía membranosa II asociada a síndrome nefrótico, bajo 
tratamiento con glucocorticoides orales e inmunosupresores a largo plazo. El paciente fue ingresado con un cuadro
de 5 días de evolución de fiebre, disnea progresiva, tos y expectoración. Antecedente de 20 paquetes-año de 
tabaquismo y sin historia familiar significativa de enfermedades hereditarias. Una radiografía de tórax realizada
un mes antes del ingreso mostró hallazgos normales.

**Examen Físico al Ingreso:**
- **IMC:** 24.5 kg/m²
- **Temperatura:** 39.0°C
- **Frecuencia Respiratoria:** 35 respiraciones por minuto (taquipnea)
- **Saturación de Oxígeno (SaO2):** 86% (hipoxemia severa)
- **Auscultación:** Entrada de aire bilateral con crepitantes y roncus dispersos.

**Hallazgos de Laboratorio e Imágenes:**
- **TAC de Tórax:** Múltiples opacidades en vidrio esmerilado.
- **Pruebas de Laboratorio:**
- Recuento de leucocitos (WBC) normal.
- Neutrofilia.
- Elevación de la proteína C reactiva (CRP), velocidad de sedimentación globular (VSG) y (1→3)-β-D-glucano.

- **Diagnóstico de VRS:** Detección de anticuerpos contra VRS (VRS-Ab) en el cuarto día de hospitalización.



Re-written clinical case report (oncology)

Original clinical case report 

(oncology)

Data Augmentation: synthetic texts



Version of clinical case report (oncology) with grammar, typography and orthographic errors

Data Augmentation: synthetic noisy texts



Translated versions of clinical case report

Data Augmentation: synthetic cross-language strategy



Labeling is a human-machine 
collaboration

Score

LLMs should be able to reference and follow the labelling 
instructions like humans
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Critical aspects for Corpus construction



Data annotation pipeline

56

● Search of a “knowledge gap”

● Definition of use cases

● Discussion with potential end users

● Selection of relevant reports (often semi-

manual or meta-based)

Problem definition & data selection

Annotation guideline definition

Manual annotation

Model training

Data integration, analytics, 
predictive models

Two typical scenarios:

A. Exhausitive extraction of a predefined list 

of clinical variables

B. B. Large scale data structuring using NLP



Data annotation pipeline
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● Written protocol on how to label data

● Input of experts (e,g, doctors, linguists,..) 

● Continuously refined during data annotation

● Important for quality control, reproducibility, 

consistency and interpretability

● Also mapping to controlled vocabularies for 

data harmonization/normalization & 

interoperability

● Controlled vocabularies: SNOMED CT, MeSH, 

ICD10, Human Phenotype ontology, ESCO,… 

Problem definition and document 
selection

Annotation guideline definition

Manual annotation

Model training

Data integration, analytics, 
predictive models



See: https://zenodo.org/communities/medicalnlp

Diseases Places Species Clinical procedures

Profession/occupation Anonymization Chemicals, drugs, 
genes, proteins Tumor morphology



Data annotation rules/citeria

• Annotation rule type; General, Positive, Negative, linguistic, normalization

• Each rule: unique Id, short name, description/definition, examples

• Iterative guideline refinement, versioning, introduction, required expertise or 

annotators

• Translation to other languages: English, Italian, Dutch, Swedish, Romanian, Czech





Data annotation pipeline
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● Parallel annotations and inter-annotator 

agreement

● Use of pre-annotations to bootstrap 

manual annotation

● Intermediate model training for better 

pre-annotations and validation

● Most expensive in terms of time and 

effort

Problem definition and document 
selection

Annotation guideline definition

Manual annotation

Model training

Data integration, analytics, 
predictive models



Data annotation pipeline
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● Structuring of clinical content
● Open source as part of shared tasks
● Results for content classification, 

advances semantic search applications, 
features for predictive modelling, 
generation of knowledge graphs from 
text,..

Problem definition and document 
selection

Annotation guideline definition

Manual annotation

Model training

Data integration, analytics, 
predictive models



Clinical NLP processing of patient records
GOAL: Structuring of written clinical reports

Baseline model
Pre-trained clinical concept 

recognition model 
(Transformer-based NER), 

normalization

INPUT DATA
Clinical records + Clinical cases

Discharge summaries (3308)
Clinical course (4538)

Radiology reports (3676)
Death reports (13)

Transfer reports
COVID Clinical Variables (Hospital Clínic)

Baseline result
● 45560 clinical terms 

mapped to COVID clinical 
variables

● 75% of clinical variables are 
covered

Improve baseline model by

Annotating more data
● Improve data generation protocol for AI refinement
● Adaptation of Guidelines
● Better document selection
● Annotation of samples together with hospital prof.

System modifications
● NER improvement (post-processing, 

transformers, embeddings, attention layers)
● Mapping improvement (dep learning-based 

entity grounding techniques)

1. Baseline 2. Iterative AI refinement 3. Results

Structured 
Health Records 
with clinical 
variables from 
Hospital

“tag a little, train a little” 



Pre-annotated text

Score

Score

Score

Pre-annotated text 
+ manually annotated and reviewed 
+ additional classes classification

Text Selection and Preparation (BSC)
Semi-manual document selection by BSC 
using documents with different properties 
(pre-annotation frequency, doc. length) and 
special focus on concepts requested by HC

Annotation Sessions
(clinical expert)

Correction (Clínic-BSC)

The annotated documents are used to 
improve the baseline model and generate 

new pre-annotations for next stage

64

Annotation 
Guidelines 
Refinement

+
Addition of 

Extra Attributes

Annotation tool training Individual Annotations
for IAA

Clinical expert/linguist correction



Extracted disease mentions: Hospital Clinic of Barcelona reports 
Type of 
report

# of 
doc.

# of tokens Extracted diseases mentions Unique diseases names Example

model initial retrained model initial retrained

Discharge 
summary

5333 5064727 64764
neg: 20%
spe: 11.6%

73505
neg: 18.5%
spe: 10.4%

15651 21164

Snomed CT ID: 407671000

Exitus reports 23 4946 213
neg: 6.6%
spe: 6.6%

224
neg: 5.8%
spe: 6.7%

167 181

Snomed CT ID: 407671000

Clinical course 6085 46614881 241232 
neg: 8.2%
spe: 5.8%

345933 
neg: 6.5%
spe: 4.4%

38755 44255

Snomed CT ID: 63480004

Radiology 
reports 

5637 659618 29595
neg: 18.9%
spe: 14.6%

32292
neg: 19.3%
spe: 13.3%

7519 7553

Snomed CT ID: 233604007

Transfer 
reports

1021 277184 4877 6208 1678 2039

116150 new diseases detected



Issues: variability across time
Ranking of entities (e.g, hidroxicloroquine) and frequency over time



Automatic clinical entity detection
Clinical information:

• Symptoms
• Diseases
• Procedures
• Drugs
• Organisms
• Tumor morphology
• Chemicals& proteins
• Observable entities….

Linguistic modifiers:
• Negation
• Speculation
• Temporality
• ...

Sociodemographic information:
• Locations
• Occupations
• Toxic habits
• Sensitive data
• ...

> 40 entity clases



From unstructured…

68
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… to structured clinical content
Each mention is linked to an ontology entry (normalized)
> 45 semantic classes/entity types (incl. negation, temporal expressions, symptoms,..)



Medical Entity Linking or mapping (normalization) intro

SNOMED-CT
36955009 | Loss of taste

Medical Entity Linking (or Entity Normalization): linking or mapping mentions of clinical 
concepts found in text to standardized controlled vocabularies/terminologies

El paciente presenta pérdida del sentido del gusto

Varón de 43 años con ageusia y sin complicaciones respiratorias

Mujer joven que dice no percibir sabores al comer

síntoma

síntoma

síntoma

SNOMED-CT CIE-10

~68k codes~100k codes

Harmonization Interoperability Data integration Data Mining

https://www.snomed.org/
https://eciemaps.mscbs.gob.es/ecieMaps/browser/index_10_mc.html


Clinical Entity Linking System Design

1.Candidate Entity Generation 2.Candidate Entity Ranking 3.Linking result

neoplasia de pulmón

síntoma

126707007| neoplasia del hilio 
pulmonar

92134005| neoplasia benigna 
del hilio pulmonar

890534002| neoplasia maligna 
primaria de ambos pulmones
94329002| neoplasia maligna 
secundaria del hilio pulmonar 

126713003| neoplasia de 
pulmón

126713003| neoplasia de 
pulmón

126707007| neoplasia del hilio 
pulmonar

92134005| neoplasia benigna 
del hilio pulmonar

890534002| neoplasia maligna 
primaria de ambos pulmones
94329002| neoplasia maligna 
secundaria del hilio pulmonar 

126713003| neoplasia de 
pulmón

ModelCorpus/dataset

Entity mentions of HC EHRs

Classification
Extreme Multi Label

Deep Contextualized Entity Representations
Zero-shot Entity Linking 
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Schema of the implemented ClinLinker pipeline

SapBERT-based bi-encoder

ClinLinker clinical concept normalizaion & mapping

Gallego, F., López-García, G., Gasco-Sánchez, L., Krallinger, M., Veredas, F.J. (2024). ClinLinker: Medical Entity Linking of Clinical Concept 
Mentions in Spanish. In: Franco, L., de Mulatier, C., Paszynski, M., Krzhizhanovskaya, V.V., Dongarra, J.J., Sloot, P.M.A. (eds) Computational 
Science – ICCS 2024. ICCS 2024. Lecture Notes in Computer Science, vol 14836.



Medical Entity Linking
Background

Many structured vocabularies: multilingual resources for Entity Linking in Health 

SNOMED-CT CIE-10 MeSH HPO IPC

~76k groups~27k entries ~13k terms
~156k annotations~68k codes~100k codes

Collection of medical 
terms with codes, 

synonyms and definitions 
used in clinical 
documentation

Medical classification 
structured vocabulary

Scientific documents 
indexing

Medical genetics and 
genomics structured 

vocabulary
Patents indexing

https://www.snomed.org/
https://eciemaps.mscbs.gob.es/ecieMaps/browser/index_10_mc.html
https://www.ncbi.nlm.nih.gov/mesh/
https://hpo.jax.org/
https://www.wipo.int/classifications/ipc/es/


Medical Entity Linking: Lack of Manually annotated Entity Linking corpora!

Limited number of Gold Standard datasets and not sufficiently addresses in bencharmking leaderboards:

● n2c2/UMass Track on Clinical Concept Normalization Task 3: Track on Clinical Concept Normalization
● Bacteria Biotope at BioNLP-OST 2019 Task: Biological Entity Linking

Most top-performing systems1,2 used Neural Language Models
● BERT3

● XLNet4

[1]. IHan, J. C., & Tsai, R. T. H. (2020). NCU-IISR: Pre-trained Language Model for CANTEMIST Named Entity Recognition. 
In Proceedings of the Iberian Languages Evaluation Forum (IberLEF 2020), CEUR Workshop Proceedings.
[2]. Wang, Y., Fu, S., Shen, F., Henry, S., Uzuner, O., & Liu, H. (2020). The 2019 n2c2/OHNLP Track on Clinical Semantic 
Textual Similarity: Overview. JMIR Medical Informatics, 8(11), e23375.
[3]. Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional transformers for 
language understanding. arXiv preprint arXiv:1810.04805.
[4]. Yang, Z., Dai, Z., Yang, Y., Carbonell, J., Salakhutdinov, R. R., & Le, Q. V. (2019). Xlnet: Generalized autoregressive 
pretraining for language understanding. In Advances in neural information processing systems (pp. 5753-5763).

https://n2c2.dbmi.hms.harvard.edu/track3
https://sites.google.com/view/bb-2019/task-description
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Common data Model (CDM) of clinical NLP output: FHIR NLP profile



Clinical knowledge gragh (KD, hypothesis 
generation
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Co-occurrence network example: occupational health

Luis Gasco, Darryl Estrada-Zavala, Eulàlia Farré- Maduell, Salvador Lima-López, Antonio Miranda- Escalada, and Martin Krallinger. 2022. 
Overview of the SocialDisNER shared task on detection of diseases mentions from healthcare related and patient generated social media 
content: methods, evaluation and corpora. In Proceedings of the Seventh Social Media Mining for Health (#SMM4H) Workshop and Shared Task



Shared tasks & evaluation of 
biomedical NLP systems
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43

• Objective and independent benchmarking
• Interoperability, harmonization of resources and combined systems
• Generation of new resources and technologies
• Building trust and quality for solutions (especially for health domain!)
• Promote the development of both commercial & academic solutions
• Design decision support (what works & what doesn’t)
• Reproducibility, replicability, interoperability, scalability, sustainability
• Generalizability & adaptability of methodologies and systems

Importance of shared tasks



Shared Tasks Overview

Organizers

Relevant 
documents

Participants Preliminary 
system

Domain 
experts

Dev. 
system

End 
users

Gold 
Standard

Final
system

evolves

evolves

select

recruit

solicit
design

generat
e

testing

serves

training

development

3-7 months 1-3 months 1 month

●AI researchers
●Computational Linguists

●Clinicians
● IT Companies
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NLP shared task in biomedicine 

Chung-Chi Huang, and Zhiyong Lu Brief Bioinform 
2015;bib.bbv024



Overview Medical NLP Shared tasks

Medical abbreviation 
detection and resolution

MESINESP

Semantic indexing:
literature, patents, 
clinical trials, projects

MESINESP2

Medical document  
anonymization

Detection of drugs, 
chemicals, genes

Detection & clinical 
coding of tumor 
morphology 

Clinical coding: ICD-
10: diagnosis & 
procedures

Profession, occupation 
detection in health 
social media

Diseases in health 
social media



Some of our past Shared Tasks (II)

MEDDOPROF

Detection of 
occupations and laboral 
statuses + normalization 

to SNOMED CT and 
ESCO

ClinSpEn

English <-> Spanish 
translation of clinical case 
reports, terminology and 

ontologies
(biomedical WMT subtrack)
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https://temu.bsc.es/meddoprof/ https://temu.bsc.es/clinspen/

LivingNER
Detection of pathogens 

and living beings + 
normalization to NCBI-

Taxonomy

https://temu.bsc.es/livingner/

MEDDOPLACE
Detection of places, clinical 

departments and related 
content + normalization to 

SNOMED CT, GeoNames and 
PlusCodes

https://temu.bsc.es/meddoplace/



LivingNER Multilingual Silver Standard

Miranda-Escalada, Antonio, et al. "Mention detection, normalization & classification of species, pathogens, humans and food in clinical 
documents: Overview of the LivingNER shared task and resources." Procesamiento del Lenguaje Natural 69 (2022): 241-253.



LivingNER participant results

● MiF: micro-averaged F-score (main 
metric)

● MiP: micro-avg. Precision
● MiR: micro-avg. Recall

Top team: 0.951 f-score for NER, 
0.93 for Normalization

SPECIES NER SPECIES Norm

Miranda-Escalada, Antonio, et al. "Mention detection, normalization & classification of species, pathogens, 
humans and food in clinical documents: Overview of the LivingNER shared task and 
resources." Procesamiento del Lenguaje Natural 69 (2022): 241-253.



Lima-López, S., Farré-Maduell, E., Brivá-Escalada, V., Gascó, L., & Krallinger, M. (2023). MEDDOPLACE Shared Task overview: recognition, normalization and 
classification of locations and patient movement in clinical texts. Procesamiento del Lenguaje Natural, 71.



MEDDOPLACE (Dataset for locations)

+

1,000 clinical case reports

• Around 10,000 annotations distributed in 10 
different labels

• Almost all are normalized (Snomed, Geonames,..)
• Further classified in five clinically-relevant classes

Lima-López, S., Farré-Maduell, E., Brivá-Escalada, V., Gascó, L., & Krallinger, M. (2023). MEDDOPLACE Shared Task overview: recognition, normalization and classification of locations and patient movement in clinical texts. 
Procesamiento del Lenguaje Natural, 71.

Data annotation protocol (in Spanish & English)

Data normalization &
Semantic interoperability

Available at: https://zenodo.org/records/8403498



MEDDOPLACE example case

Lima-López, S., Farré-Maduell, E., Brivá-Escalada, V., Gascó, L., & Krallinger, M. (2023). MEDDOPLACE Shared Task overview: recognition, normalization and 
classification of locations and patient movement in clinical texts. Procesamiento del Lenguaje Natural, 71.

• Multilingual silver standard in 8 languages: Catalan, English, French, 
Italian, Dutch, Portuguese, Romanian and Swedish

EnglishSpanish



MEDDOPROF (Dataset for professions, occupations)

Availale at: https://zenodo.org/records/7116201

• Original motivation: Detect healthcare 
professionals with COVID

• Almost 2K clinical case reports in 
Spanish from variety of specialties 

• Manually labelled by clinicians and 
linguists with mentions of professions, 
activities and working status and 
classified according to their holder. 

• Inter-annotator Agreement (Quality and 
consistency): 0.9.



Brat: 
NER subtask &

Normalization subtask

TSV: ICD-O coding subtask

90https://zenodo.org/record/3978041

CANTEMIST: oncology corpus (tumor morphology, ICD-O-3)

Miranda-Escalada, Antonio, Eulàlia Farré, and Martin Krallinger. 
"Named Entity Recognition, Concept Normalization and Clinical 
Coding: Overview of the Cantemist Track for Cancer Text Mining 
in Spanish, Corpus, Guidelines, Methods and Results." IberLEF@ 
SEPLN (2020): 303-323.



● NER subtask: 11 teams 
with F1 > 0.80

● Norm subtask: 6 teams 
with F1 > 0.75 

● ICD-O coding subtask: 
highly competitive 
results
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Top participants runsCANTEMIST results

Miranda-Escalada, Antonio, Eulàlia Farré, and Martin Krallinger. 
"Named Entity Recognition, Concept Normalization and Clinical 
Coding: Overview of the Cantemist Track for Cancer Text Mining 
in Spanish, Corpus, Guidelines, Methods and Results." IberLEF@ 
SEPLN (2020): 303-323.
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MEDDOCAN : clinical document anonymization
Corpus annotated by PlanTL for anonymization and de-identification task: 
MEDDOCAN evaluation campaign (IberLEF)

MEDDOCAN Corpus
- Annotation of protected health information. 
- Guide/scheme for annotation and quality analysis (consistency).

http://temu.bsc.es/meddocan/

https://zenodo.org/record/4279323
Marimon, Montserrat, et al. "Automatic De-identification of Medical Texts in Spanish: the 
MEDDOCAN Track, Corpus, Guidelines, Methods and Evaluation of Results." IberLEF@ 
SEPLN. 2019.

Best f-score: 0.98530



CARMEN I : clinical corpus with symptoms 
at PhysioNET 

Anonymized Spanish clinical corpus with improved guidelines, 
both direct and indirect re-identification attributes, corpus 
resynthesis (substitution of equivalent mentions, e.g. name by 
another name) 



Selection 
criteria

Gold 
Standard

Manual labelling of 10,000 tweets by clinical expert.

website: https://temu.bsc.es/socialdisner/
Data: https://zenodo.org/record/6406706#.YmlbMtpByUk

Participants

Evaluation
●Workshop: SMM4H track
●Conference: COLING 22
●Evaluation platform: CodaLab
●Quality metric: F-score

Applications

Public opinion mining & 
sentiment analysis of 
diseases 

Real-time disease outbreak 
surveillance & monitoring

Post-market drug safety

Prevalence of work-
associated diseases

Characterization of patient-
reported symptoms

Detection of hate speech or 
exclusion of sick people

Epidemiology and 
population health

Corpus

Patient 
association

Healthcare 
professional

Healthcare 
institution

First person 
patient 
statements

Patient 
family 
members

Trusted healthcare 
professional 
content

When I received the diagnosis of multiple sclerosis , the 
hardest thing was to assimilate that I had it.  #sclerosis

Cuando recibí el diagnóstico de esclerosis múltiple, 
lo más duro fue asimilar que la tenía.  #esclerosis

2000 
seed accounts

12 mill. tweets from 280k users

Followers network creation

Health NLP & 
Social media

https://temu.bsc.es/socialdisner/
https://zenodo.org/record/6406706


DisTEMIST: Disease Corpus & SNOMED CT normalization

● Inter-Annotator Agreement 
(IAA): 82.3

● Best team: 0.77 F-score



DisTEMIST Multilingual Silver Standard Phase 0: Spanish

Phase 1: 7 languages:
ü English
ü French
ü Portuguese 
ü Italian
ü Romanian
ü Catalan
ü Galician

Phase 2: +3 languages:
o Dutch
o Swedish
o Czech

Phase 3: +3 languages:
o German
o Danish
o Norwegian

Miranda-Escalada, Antonio, et al. "Overview of distemist at bioasq: Automatic detection and normalization of diseases from 
clinical texts: results, methods, evaluation and multilingual resources." Working Notes of Conference and Labs of the Evaluation 
(CLEF) Forum. CEUR Workshop Proceedings. 2022.



DisTEMIST Multilingual Silver Standard

Spanish Gold Standard English Silver Standard
Snomed ID: 
416098002

Snomed ID: 
416098002

Snomed ID: 
13644009

Snomed ID: 
13644009

Online side-by side browser (BRAT): temu.bsc.es/mDistemist/diff.xhtml#/translations/en/train/S0004-06142005000500011-1?diff=/gold-standard/train/

Miranda-Escalada, Antonio, et al. "Overview of distemist at bioasq: Automatic detection and normalization of diseases from 
clinical texts: results, methods, evaluation and multilingual resources." Working Notes of Conference and Labs of the Evaluation 
(CLEF) Forum. CEUR Workshop Proceedings. 2022.



Variability in performance across different clinical entity types 

Miranda-Escalada, Antonio, et al. "Overview of distemist at bioasq: Automatic detection and normalization of diseases from 
clinical texts: results, methods, evaluation and multilingual resources." Working Notes of Conference and Labs of the Evaluation 
(CLEF) Forum. CEUR Workshop Proceedings. 2022.
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Impact of shared tasks
● International participation of both academy and industry: 17 tracks (13 Spanish, 2 

English, 2 MT en<>es)

+800
Systems/runs

+20
countries

173
teams





Example projects involving 
Health NLP



Data access 
restrictions in 
federated scenarios

102

How to deal with the multilingual reality by taking advantage of 
existing resources?

Generating high quality 
language resources is 
expensive

Leveraging existing 
linguistic resources in 
biomedical field

Obtaining corpora more 
efficiently

Robust data to train 
consistent models

Analysis and modelling 
of the problem

Creation and validation of 
annotation guidelines

Training of professionals and 
annotation



Training IE models process in federated scenarios with clinician-in-the-loop

Language Model

Model to extract biomedical 
information

Trained with public data

More general 
models

Fine-tuned 
language model

Model adapted to work better 
with in-house hospital data
Trained with private data

Public Data
Public 

annotated 
Data

Hospital infrastructureOutside world

Less privacy 
concerns

103

Fine-tuned 
language model

In-house fine-tuned 
language model

Pre-annotation of 
selected relevant 
clinical records

Annotated 
relevant clinical 
records

Manual validation of 
pre-annotations 
following guidelines

Hospital 
Database

System learns 
from 
corrections



Multilingual Public Annotated Data

104

● Problems: 
○ Lack of annotated resources in many languages
○ Languages with annotated resources don’t follow 

the same criteria

● Goal: Building an annotated multilingual corpus 
suitable for training, validation and benchmarking of 
initial NLP models by:
○ Leveraging existing annotated corpora and NLP 

components to build it
○ Exploiting machine translation technologies 

● Must contain a % of documents originally written in 
each language.
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Document 
selection

Translation and 
annotation transfer

Manual 
Validation

Multilingual cardiology
Corpus

Tr
an

sl
at

io
n

palpitaciones
síncope

disminución del 
ritmo de diuresis

- palpitations
- syncope 
- decreased rate of
diuresis

He denied palpitations, 
syncope or decreased 
diuresis rate 

M
at

ch
in

g

Translation gazetteer

Translated doc.

Negaba palpitaciones, 
síncope o disminución 
del ritmo de diuresis

D
oc

T1 palpitaciones  7 19
T2 síncope 21 27
T3 disminución del ritmo 
de diuresis 31 63A

nn
ot

at
io

n

He denied palpitations, 
syncope or decreased 
diuresis rate 

T1 palpitations 11 23
T2 syncope 25 31

Translated doc.

Annotation layer

Negaba palpitaciones, 
síncope o disminución 
del ritmo de diuresis

Original

He denied palpitations, 
syncope or decreased 
diuresis rate 

Translated doc.

There might be false positives and false 
negatives!

Multilingual resources and annotation projection approaches



Multilingual Public Annotated Data - Document selection
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Document 
selection

Translation and 
annotation transfer

Manual 
Validation

Selected 
documents to 

transfer annotations

Clinical case report Clinical record

Text  similarity

Rank /select documents 
with similar content to 

clinical records

*Measure to what extent two documents  share same words
(lexical similarity or semantic similarity)

Clinical case reports

Anonymized 
clinical records

Text similarity 
techniques

Synthetic clinical 
records

Synthetic record



Multilingual Public Annotated Data - Annotation transfer
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Document 
selection

Translation and 
annotation transfer

Manual 
Validation

Selected 
documents to 

transfer annotations

Translated doc w/ 
annotationsEach doc:

Text

Annotation 
Layer

Language

Matching
Text

Annotation 
Layer

Translate Lemmatize

New span 
calculation

This method is highly dependent 
on the quality of the translation



Multilingual Public Annotated Data - Validation
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Translation and detection 
problems with acronyms?

Entities lost in the 
annotation transfer

Bad translations?



European Health Data Toolbox for Enhancing Cardiology 
Data Interoperability, Reusability and Privacy

Health care institutions

7 languages



Muhimbili University 
of Health and Allied 
Sciences

Health care institutions

Trustworthy Artificial Intelligence for Personalised 
Risk Assessment in Chronic Heart Failure (AI4HF)

5 languages

Development of: Natural language processing (NLP) pipeline to extract information 
from the clinical reports, incl. risk factors, symptoms, family history & lifestyle, 
professions, locations

Construction of: multi-lingual corpus to achieve semantic interoperability between the 
data for English, Spanish, Dutch, Catalan and Czech

Use of seed languages (English & Spanish), followed by the application of NLP pipeline 
that exploits multi-lingual controlled vocabularies & machine translation



Enseña inglés en    
un edificio con 
amianto.
[They] teach English in a 
building with asbestos.

ESCO: 2353

Enseña inglés en
un edificio con 
amianto.
[They] teach English in a 
building with asbestos.

SCTID: 444168002
Medical Documents

International Multilingual 
Terminologies 

[ESCO, SNOMED-CT]

Medical
Experts

Ama de casa que 
lleva un día sin 
dormir
Housekeeper who hasn’t 
slept in a day

Unlabelled Medical Document Automatically Labelled Text
[occupation + code]

Artificial Intelligence Systems

Workplace 
accidents

Mental 
Health 
Impact

Exposure to 
Hazardous 
Substances

Manually Labelled Data

Automatic Detection

Use Cases

Exposure to 
Pathogens
(e.g. COVID-19)

use human knowledge                    to learn automatically

INPUT OUTPUT
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AI4ProfHealth: NLP for occupational



Classification

Harmonization ]]

Selection criteria of essential parts from the extracted 
document.

Evaluation

Meta use cases

NLP and Data Analytics

PubMed 
Data

PubMed 
Central Data

Patent 
Databases

Biomaterial 
related 
Journals 

MeSH terms. 
Hydrogel,
polymers.

Chemical 
composition Ex.
PEG,PLA,PGA,PEI

Create a global format keeping the FAIR principal, 
ensuring the reusability and reproducibility of the data. 

Format, Metadata, Origin, Date, Content type, etc…

Clinical Trials FDA 

Automatic 
Semantic 

Annotation

NER,  Text
Annotation & 
Relation 
extraction

Ontology
& Entity Linking

Iterative 
refinement

1. Advanced unified semantic 
search and information retrieval.

2.Data curation. Manually 
validated, annotated and 
curated information.

- Search biomaterial abstract 
based on  chemical 
compound. 
- Filter results.
- Export results.

- Validated information of a 
biomaterial. 
- Chemical composition.
- Physical information.
- Toxicity, etc…

3.knowledge discovery, 
summarization, hypothesis 
generation.

- Identify patterns and trends 
within the data.
- Summarizing a vast amount
of documents.
- Characteristics and 
behaviour of biomaterials.

Harvesting

Relevant
Content

Selection

Based on the results, 
a set of sources was 
created for further 
analysis.

Internal survey to 
examine the main 
content type used 
by the community

The Backend will be in 
charge of feeding the 
database and provide all 
the data to be used by the 
user.

The Frontend is the 
interactive part of the 
website. It is the tool the 
end user will interact the 
most by searching, 
filtering, looking at 
graphs, etc.

IN
TE

R
FA

C
E 

1

Backend - Database

Frontend Interfaces

AP
I

IN
TE

R
FA

C
E 

2
IN

TE
R

FA
C

E 
3

T.1

T.2

T.3

T.4

T.5

T.7

T.8

T.9

T.6



Run initial models, 
correction & annotation, 
re-training / fine-tuning

Normalized &
Structured data 

model

training

NLP 
components 
adapted to 

SARI-relevant 
clinical text

more fine-tuning?
more data?

BSC-NLP tools & 
datasets

450 records
fine-tuning

validation

Transversal 
validation study

Artificial SARI (+) 
SARI (-)

40 per hospital

450 records

Training

Severe Acute Severe Acute Respiratory Infections (SARI): COVID, influenza, RSV

>1500 case reports

Epidemiological vigilance: acute respiratory infections



BARITONE 
Boosting digital transItion in healthcare: integration of clinical data and AI 

technologies for high accuracy phenotyping of complex diseases

Knowledge Graph

Analysis and 
interpretation

ARAD datalake
Data extraction 
and normalization 
algorithms

Clinical terminology 
enrichmentPatient data 

selection

Variables and 
phenotypes

Patient 
reported 

outcomes

Synthetic data 
for ARAD

Data annotation

Ti
m

e

Identify clinical 
longitudinal phenotypic 
patterns of ARADs

Define omics studies to 
progress towards precision 
medicine

Incorporate patient 
reported outcomes to get 
their status and health 
condition

Develop advanced machine 
learning annotation tools to 
detect relevant entities for 
ARAD

Generate AI tools to harmonise 
content from medical records

Generate synthetic privacy-free 
text data on ARADs to promote 
research in this field

Subproject 1 Subproject 2

2 languagesRare diseases



UVEITIS 
Development and validation of machine learning prediction models of health-related outcomes in uveitis: a 

multicentric project using electronic health record free text with state-of-the-art deep learning methods

2 languagesRare diseases



Conclusions
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Needs & Conclusions

High quality
clinical data

Data structure 
variation

Interoperability

Privacy issues

Supporting 
medical needs

High quality
clinical NLP 

models

Help to 
train/evaluate

• Disease
• Specialty
• Hospital
• Record type
• Time period

• Synthetic data
• Anonymization/de-

identification
• Federated scenarios
• Processing in situ

• Exploitation of 
results

• Validation of 
usability 

• Validation of 
quality & impact

• Data harmonization
• Integration into data 

model
• Standardization of 

resultsTraining and benchmarking of 
language models
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AI4PROFHEALTH
Terminologies

Shared tasks

DGT



Clinical NLP applications, 
rheumatology & pneumology, 
corpus development, 
annotation guidelines, NER 
human-in the loop, entity linking

Text similarity, text clustering, 
text classification, unsupervised 
NLP techniques

Project coordination, clinical entity 
linking, concept normalization 
corpora, language models, shared 
task, social media mining

Clinical corpus construction, 
multilingual annotation 
resources, clinical use cases & 
applications, ontologies 

NLP platform, web demo, full 
stack, interoperability, 
integration, machine translation

Automatic term extraction,  
classification & normalization

NLP platform/ datalake full 
stack, integration & 
deployment, language models

Automatic terminology generation,
Ontology enrichment/cross, relation 
extraction

Linguistic NER, linguistic & 
sociodemographic  annotation 
process, shared task & evaluation 
campaigns

Entity linking/normalization, 
clinical language models, LLMs

Data management, clinical 
terminology data annotation, 
data harvesting, preprocessing 

NLP and NER approaches applied 
to biomaterials domain 



mkrallin@bsc.es
Two open positions !



Questions ?





Additional Slides



Clinical NLP processing of COVID patient records
GOAL
Detection of signs, 
diseases, symptoms & 
procedures COVID reports

APPROACH
Pre-trained AI clinical concept 
recognition model (Bi-LSTM & 
CRF), fuzzy normalization

CURRENT STATUS
Improving first results 
annotating more data

FINAL RESULTS

Structured Health Records with COVID 
Clinical VARIABLES Hospital Clínic

DATA: Clinical records:
Discharge summaries (3308)

Clinical course (4538)
Radiology reports (3676)

Death reports (13)
Transfer reports

NER improvement:
1. Use case-specific post-

processing modules. 
2. Testing of embedding 

combinations.
3. Testing of self-attention 

layers

Mapping improvement:
Analysis of W4Kit SVM-based 

results &
Testing embedding-based 

entity grounding techniques

Detection of 45.560 
clinical terms & mapping 

to COVID VARIABLES
Hospital Clínic

RESULT
75% of clinical variables are 
covered by baseline system

CURRENT STATUS
Improving first results through 
systems modifications

ANNOTATED DATA (corpus) GENERATION PROTOCOL
1. Automatic document annotation (pre-annotated entities)
2. Training, guidance of medical expert annotators (incl. quality control)
3. Data annotation: revision/correction of the automatic labels by experts
4. Mapping of concepts to COVID clinical VARIABLES (Snomed CT, interoperability)
5. Retraining of AI system → learns from added clinical expert correction
6. Escalation of annotation →Iterations (~8) of annotation samples until good 

automatic results (repeat steps 2, 3, 4 and 5 in every iteration)

Example

Extra data: clinical cases

Annotation of samples

Adaptation of Guidelines

Selection & preparation 
of annotation bunches

Data generation protocol 
for AI system refinement

Iterative AI (deep 
learning models)  

refinement: “tag a little 
train a little”

Terms extracted from clinical 
reports (w/o clinical courses)

symptoms 9,972

diseases 12,911

procedures 8,021

medication 5,053

COVID Clinical VARIABLES (Hospital Clínic)

124



Negation and Uncertainty
Approach

● Trained AI models with existing corpora in Spanish (NUBes, Lima López et al., 2020) and used them 
to detect negations and speculations in HC’s EHRs.

● Depending on file and specialty, up to 25 negations and 10 speculations in a single file.

● Next step: manual refinement of results to tune models (new Gold Standard).

↓
Annotation of data to improve NER models in collaboration with linguists from W4Kit (in process)

Iterative improvement of the models/creation of new ones.



Towards a Hospital-Specific Model

126

Initial model to extract 
cardiology-related 

information

Trained with public data

Fine-tuned 
language model

Fine-tuned language 
model with clinical data

Model adapted to work 
better with in-house 

hospital data

Trained with synthetic data

In-house fine-tuned 
language model

Model adapted to work 
better with in-house 

hospital data

Trained with private data

Artificial Clinical HistoryClinical Case Reports Real Clinical History

More general 
models

More specific 
models

Less privacy 
concerns

More privacy 
concerns

NLP pipeline development overview: stages
Stage 1 Stage 2 Stage 3

Adapt
Re-train
Evaluate

Adapt
Re-train
Evaluate



DisTEMIST: ENFERMEDAD label

ENFERMEDAD (disease) includes clinical conditions that affect the normal 
functioning of the body and that have a certain extension in time.



SympTEMIST: SINTOMA label

SINTOMA (symptom) includes subjective and objective manifestations of clinical 
conditions (symptoms and signs), as well as qualitative descriptions of 
procedures’ results.



ProcTEMIST: PROCEDIMIENTO label

PROCEDIMIENTO (procedure) includes actions or interventions performed by 
health professionals in order to diagnose or treat diseases and health problems.



DrugTEMIST: FARMACO label

FARMACO (drug) includes specific products, compounds or substances with a 
defined molecular composition and a therapeutic purpose.



SPACCC: ENTIDAD_OBSERVABLE label

ENTIDAD_OBSERVABLE (observable entity) includes mentions of specific aspects 
assessed as part of exploratory and laboratory procedures.



LivingNER: SPECIES label

SPECIES (species) includes living beings with the exception of humans. It covers 
mostly pathogens, as well as animals and food.



LivingNER: HUMAN label

HUMAN (human) includes mentions of human beings, including family members, 
occupations and more.



CANTEMIST: MORFOLOGIA_NEOPLASIA label

MORFOLOGIA_NEOPLASIA (neoplasms morphology) includes mentions of 
neoplasms, tumours and similar growths.



PharmaCoNER: NORMALIZABLE/NO_NORMALIZABLE label

NORMALIZABLE/NO_NORMALIZABLE includes mentions of chemical 
substances, divided by whether they could be normalized to SNOMED CT or not.



PharmaCoNER: PROTEINAS label

PROTEINAS (proteins) includes mentions of proteins and genes.



Socio-demographic and 
World Knowledge Entities



MEDDOPLACE: GPE_GEN/GPE_NOM label

GPE includes mentions of named (NOM) and generic (GEN) geo-political entities 
such as countries, cities or continents.



MEDDOPLACE: GEO_GEN/GEO_NOM label

GEO includes mentions of named (NOM) and generic (GEN) geographical 
accidents and habitats such as mountains, seas and areas with specific 
characteristics.



MEDDOPLACE: FAC_GEN/FAC_NOM label

FAC includes mentions of named (NOM) and generic (GEN) human-made 
facilities such as hospitals, schools, airports, supermarkets and more. 



MEDDOPLACE: DEPARTAMENTO label

DEPARTAMENTO (department) includes mentions of clinical departments and 
locations within a hospital or healthcare facility.



MEDDOPLACE: COMUNIDAD label

COMUNIDAD (community) includes mentions of nationalities, religions and 
ethnicities.



MEDDOPLACE: IDIOMA label

IDIOMA (language) includes mentions of languages and language barriers.



MEDDOPLACE: TRANSPORTE label

TRANSPORTE (transportation) includes mentions of patient movement and 
methods of transportation.



MEDDOPROF: PROFESION label

PROFESION (profession) includes mentions of occupations, including job titles 
and job descriptions.



Death 
reports

Anonymization 
protocol

De-identified health records in Spanish and Catalan for medical 
entity recognition and anonymization

Anonymized clinical 
reports corpus

Guidelines for clinical 
entities annotation

Pre-trained 
anonymization model

Pre-trained clinical 
annotation models

2.000 
documents

Content

Record types

Annotation layer

Symptoms

Procedures Drugs

Specie Humans

Diseases

6 Clinical entities

28 PHI entities
Date, age, gender, patient 
family members, hospital 
name, health professional, 

country, occupation…

Guidelines for manual 
anonymization

Radiology 
reports

Discharge 
reports

Transfer 
reports

Progress 
notes

Kidney 
failure

Cardiovascular 
diseases

Respiratory 
diseases

Malignancies Immuno-
suppression COVID-19

Statistics

Spanish  85%

Catalan    2%

Bilingual 13%

Doc. languagesClinical entitiesTokens

>545k

Sentences

36.975

PHI entities

8.231 26.545



Non-anonymized 
document

Revision and validation

Re-training

Technical experts 
and linguists

Tracking 
form

Anonymized 
document

Technical and 
medical experts

Manual revision

Modification of 
sensitive data

Selection 
criteria

Anonymization
NER 
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Anotaciones relevantes para PLN clínico: cTakes 
The patient underwent a CT scan in April which did not reveal lesions in his liver.

… The patient underwent a CT scan in April which did not reveal lesions in his liver. …
The patient underwen

t
a CT scan in April which did not reveal lesions in his liver .

- - undergo - - - - - - do - - lesion - - -
DT NN VBD DT NN NN IN NNP WDT VBD RB VB NNS IN PRP$ NN .

Boundary Detection
Tokenization

Normalization
Part-of-speech Tagger

Entity Recognition

Coreference

Event, Temp. Expr.
Temporal Relation

UMLS Relation

CT scan Lesion Liver
Procedure Disease / Disorder Anatomy

UMLS ID:  C0040405 UMLS ID:  C0022198 UMLS ID:  C0023884

NP VP NP PP NP VP NP

…
undergo.01 ( A1.patient;  A2.scan;  AM-TEMP.in )       
reveal.01 ( A0.scan;  R-A0.which;  AM-NEG.not;  A1.lesions;  AM-LOC.in ) 

identity ( the patient,  his )

locationOf ( lesions,  liver )

CT scan April Reveal Lesions
April  CONTAINS CT scan CT scan  CONTAINS lesions 

Chunking

NPS DT VP  …NN …

Entity Properties
CT scan Lesion Liver

Negated:  no Negated:  yes Negated:  no
Subject:  patient Subject:  patient --

Constituency Parsing
Dependency Parsing

SRL

Biomedical

End-Use

Biomedical

End-Use
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https://zenodo.org/communities/medicalnlp

Clinical text pre-processing: sectionizer



Organizers & Collaborators

Relevant medical documents

~300-400k 
documents

Participants

●AI researchers
●Computational 
Linguists

● Industry
●Academia

Track 1 
systems

Scientific 
Literature

Track 1

~7000 
documents

Clinical 
Trials

Track 2

~900k 
documents

Patents

Track 3

Annotation by Domain Experts with DeCS

~800 docs

Scientific 
Literature

Track 1

~500 docs

Clinical 
Trials

Track 2

~300 docs

Patents

Track 3

Sci. Literature 
Gold Standard

Clinical Trials 
Gold Standard

Patents         
Gold Standard

Track 2 
systems

Track 3 
systems

Evaluation

Winner 
Team

Model analysis 
& ensemble

Improved state-
of-the-art

●Best team per track
●Label based micro F-
score

MESINESP2 
shared-task

Winning 
open source 

team


